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Abstract

Section 230(c)(2) of the Communications Decency Act provides a safe harbor to Internet and software providers who use and/or distribute filtering technologies such as blocking software and search engines. Congress passed § 230 in order to incentivize the development of technologies that maximize users’ control over what material they receive. But some courts have interpreted the language of § 230(c)(2) broadly enough to immunize providers who covertly and unilaterally block material to serve their own interests, as opposed to the interests of their users. This Article proposes an interpretation of § 230(c)(2) that is consistent with Congress’s preference for user control technologies. Under my interpretation, a provider must satisfy one of two conditions in order to be immune from liability. First, the provider can show that its filtering technology exhibits user control. Alternatively, the provider can establish that it believed in good faith that the material it has filtered degraded the quality of its service for users.
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I. INTRODUCTION

Section 230(c)(2) of the 1996 Communications Decency Act (CDA) provides a safe harbor to Internet and software providers who use and/or distribute filtering software.1 Congress’s objective in promoting the development of filtering software was to reduce children’s access to pornography on the Internet.2 During floor debates, Senator Feingold argued that voluntary use of filtering software by parents embodied the ideal of “user control”3 because it would “empower[] people to make their own decisions,”4 thereby obviating the need for Internet regulation that would reduce Internet communications “to the lowest common denominator—that which is appropriate for children.”5 The Supreme Court adopted this rationale in Reno v. ACLU,6 where it invalidated a provision of the CDA that criminalized the “knowing” transmission of “obscene or indecent” messages over the Internet to a minor.7 In holding that this provision violated the First Amendment, the Court reasoned that filtering software was a “less restrictive alternative” means of limiting children’s exposure to Internet pornography.8 Similarly, in the 2004 case Ashcroft v. ACLU,9 the Court upheld an injunction against enforcement of the Child Online Protection Act (COPA)—Congress’s revision of the CDA—on the basis that “[f]ilters . . . impose selective restrictions on speech at the receiving end, not universal restrictions at the source.”10

In the years following the passage of § 230, filtering technology has

---

4. Id. at 16,016.
8. Id. at 874.
10. Id. at 667.
become more and more prevalent. Internet users rely on filtering software to block a wide variety of objectionable material besides pornography, such as spam e-mail, web page advertisements, viruses, and other harmful or unwanted material. In many cases users rely on filters not to block any particular harmful material but to sift through the “avalanche” of material available on the Internet. Search engines such as Google and Bing enable users to navigate through the voluminous Internet by filtering out all material that is irrelevant to a search term. Web 2.0 providers, such as Facebook, Amazon, Flickr, and Yelp, integrate filtering tools into their platforms to help users select amongst vast amounts of user-generated content. According to some commentators, the current diversity and sophistication of filtering technology vindicates § 230’s policy of maximizing user control.

But many critics question whether providers’ filtering practices are consistent with their users’ preferences. Jennifer Chandler recently argued that “selection intermediaries”—a term she uses to refer broadly to “search engines, software filters, Internet Service Providers (ISPs) that block or filter content, and spam blocklists”—“undermine the flow of information from speaker to listener . . . by censoring content and applying bases for discrimination that listeners would not have chosen.” Critics have provided several grounds in support of this position. First, filtering can enable an intermediary to further interests that are unrelated to users’ preferences, such as improving its market position by filtering competitors’ advertisements and services or by filtering

---

13. Jack M. Balkin, Beth Simone Novick & Kermit Roosevelt, Info. Soc’y Project at Yale Law School, Filtering the Internet: A Best Practices Model 4 (1999). available at http://www.yale.edu/lawweb/balkin/articles/Filter0208.pdf; Nat’l Research Council, Youth, Pornography, and the Internet 50 (Dick Thornburgh & Herbert S. Lin eds., 2002) (“Filtering systems . . . work like information retrieval systems in reverse; that is, they are concerned not with retrieving desirable information, but rather with making sure that undesirable information is not retrieved. However, their essential operations remain the same . . .”.
negative reviews of its service. 17 Second, intermediaries’ filtering practices often lack transparency, such that filtering can occur unbeknownst to a user. 18 For instance, critics allege that when Google significantly demotes a website’s search result ranking as punishment for attempting to manipulate its search algorithm, it does not adequately notify users that a website has been omitted from their search results. 19 This is misleading, critics argue, because users believe that search results are only based on relevancy. 20 Finally, even if a user does know that filtering is occurring and disapproves of it, it is difficult to switch to a different selection intermediary because, at least in some contexts, there are few alternatives given the large market shares enjoyed by dominant intermediaries such as Comcast, Verizon, Google, and Facebook. 21

Chandler’s argument arises as part of a broader set of debates over how much discretion selection intermediaries should have over what material they transmit. The most prominent example is the net neutrality debate, which revolves around whether broadband providers and other ISPs should be allowed to discriminate against particular content or applications, such as by


blocking or slowing the packets in which they are transmitted, or by increasing service rates. The net neutrality debate was ignited by several high-profile incidents of ISP filtering. In 2005, the Canadian telecommunications company Telus blocked access to a website supporting the Telecommunications Workers Union. In 2007, an FCC investigation concluded that Comcast had slowed traffic from users of file-sharing applications such as BitTorrent. The FCC responded to these incidents in 2010 by adopting formal network neutrality regulations that prohibit broadband Internet providers from “block[ing] lawful content,” and from “unreasonably discriminating” against “lawful network traffic.” While these regulations were recently invalidated by the D.C. Circuit as inconsistent with the FCC’s statutory authority, the FCC is currently assessing alternative approaches to regulating ISP filtering.

Charges against other selection intermediaries’ filtering have followed. Google has drawn criticism for its policy of refusing to host politically controversial advertisements, and for significantly demoting search rankings of websites that attempt to manipulate its search algorithm. A “search neutrality” movement has arisen, which calls for regulatory measures such as “disclosure requirements, prohibitions on discriminatory search result rankings, and limits on removals from search engine indexes.” Content-hosting platforms including Facebook and Live Journal have come under scrutiny for content-removal and account-termination decisions. For instance, in 2010, Amazon deleted WikiLeaks’s website from its cloud server in response to pressure from Senator Lieberman. Drawing on this incident,

23. Van Schewick, supra note 18, at 1; Lyons, supra note 22, at 1040–41.
24. Pasquale, supra note 17, at 122.
27. Id. at 17,944.
34. Ewen MacAskill, WikiLeaks Website Pulled by Amazon After US Political Pressure, GUARDIAN
Yochai Benkler has argued that persons whose accounts are arbitrarily or improperly terminated should be able to sue the platform provider for breach of contract and/or tortious interference with prospective economic advantage. Similar calls for economic tort remedies have been made in the context of filtering software. Scholars have suggested that a provider whose filtering software blocks the display of advertisements on a website should be liable for tortious interference with contractual relations. Claims of this sort have been the basis of several recent (and unsuccessful) lawsuits against providers of allegedly over-inclusive spam and spyware filters.

Limits on intermediary discretion are necessary, critics argue, because filtering can limit the diversity of material available on the Internet and impose a severe burden on speakers whose material is filtered. Under this account, the dominant audience-share enjoyed by popular intermediaries like Google, Facebook, and Twitter makes them “gatekeepers,” or “core facilities” for Internet expression. Being filtered by just one such intermediary can prevent a speaker from reaching a large portion of his or her intended audience. Defenders of intermediary discretion respond by emphasizing the valuable role selection intermediaries play in helping Internet users avoid material they find offensive or irrelevant. A user’s interest in not receiving material, the argument goes, trumps the speaker’s interest in disseminating in. This is why Chandler’s argument about user control is significant. If intermediaries’ filtering is not consistent with users’ preferences, then the general justification for intermediary discretion is inapposite. In this respect, the issue of whether


36. Ezor, supra note 18, at 36.

37. Andrew Saluke, Ad-Blocking Software as Third-Party Tortious Interference with Advertising Contracts, 7 Fla. St. U. Bus. Rev. 87, 119 (2008); Jordan L. Walbesser, Blocking Advertisement Blocking: The War over Internet Advertising and the Effect on Intellectual Property, 23 Intell. Prop. & Tech. L.J. 1, 2011 at 19, 21. According to this argument, the “contractual relation” is the contract under which the advertiser pays the website operator to display its advertisements. By preventing the advertisements from displaying on a user’s computer when he or she visits the website, the filtering software prevents the website operator from performing under the contract, and thus “interferes” with the contract between the advertiser and the website operator.


40. Blevins, supra note 21, at 355.

41. Benkler, supra note 35, at 369–70, 390, 400–01.

42. Newland et al., supra note 14, at 24; Chandler, supra note 16, at 1106-09; Dickerson, supra note 18, at 90–91; Ezor, supra note 18, at 32–37.

43. Goldman, supra note 32, at 195–98; Yoo, supra note 12, at 703–17 (describing not only the benefits of the practice, but also the role of intermediation in two-sided markets).
intermediary discretion is good policy turns largely on whether intermediaries’ filtering practices are conducive to user control.

But there is also an important legal issue that turns on user control, which commentators have generally overlooked: whether the § 230(c)(2) safe harbor protects intermediaries from legal measures that would limit their discretion over filtering. Construed broadly, § 230(c)(2) would protect providers from measures directed against anticompetitive and/or deceptive filtering, such as the FCC’s network neutrality regulations, proposed search neutrality regulations, and economic torts. Given that one of Congress’s purposes in enacting § 230(c)(2) was to “encourage the development of technologies which maximize user control,”

the safe harbor should not cover filtering that is inconsistent with users’ preferences. However, justifying this limitation poses a challenge, given the broad language of § 230(c)(2).

Section 230(c)(2) provides:

(c) Protection for “Good Samaritan” blocking and screening of offensive material

. . .

(2) Civil liability

No provider or user of an interactive computer service shall be held liable on account of—

(A) any action voluntarily taken in good faith to restrict access to or availability of material that the provider or user considers to be obscene, lewd, lascivious, filthy, excessively violent, harassing, or otherwise objectionable, whether or not such material is constitutionally protected; or

(B) any action taken to enable or make available to information content providers or others the technical means to restrict access to material described in paragraph (1).

The safe harbor protects Internet and software providers from being held liable for “restrict[ing] access” to material,

a phrase that has been found by courts to encompass the use of spam filters,

search engines,

and software designed to block spyware.

“[R]estrict access” may also encompass filtering by other selection intermediaries, such as ISP blocking (e.g., the Telus and Comcast incidents),

and account terminations by providers of user-generated content platforms (e.g., social networking sites), as Eric Goldman argued in a recent

---

45. Id. § 230(c)(2). According to the United States Code Annotated, the use of “(1)” in § 230(c)(2)(B) is a typographical error and should be “(A),” as in “[230(c)(2)(A).” 47 U.S.C.A. § 230 (West 2014).
46. Id.
49. Zango, Inc. v. Kaspersky Lab, Inc., 568 F.3d 1169, 1177–78 (9th Cir. 2009).
50. Several commentators have recognized that § 230(c)(2) is potentially applicable to ISP blocking. Dickerson, supra note 18, at 82–83; David Sohn, Comment to Ask CDT: Internet Neutrality, CENTER FOR DEMOCRACY & TECH. (Apr. 25, 2011, 3:11 PM), https://www.cdt.org/ask-internet-neutrality.
While the statute imposes an additional hurdle by requiring that the filtered material be “obscene, lewd, [etc.],” this requirement is not as strict as it appears at first glance. It is sufficient for the provider to establish that the filtered material falls under the broad phrase “otherwise objectionable,” which some courts have interpreted as being broader than the preceding terms. Furthermore, the phrase “provider or user considers” indicates that whether material is “objectionable” may be assessed from the provider’s subjective standpoint. While the phrase “good faith” seems to preclude the provider from relying on a self-serving allegation that it found the material it filtered to be objectionable, good faith is only required under subsection (c)(2)(A), not (c)(2)(B). As Judge Fisher explained in his concurrence to the recent Ninth Circuit case Zango v. Kaspersky, the lack of a good faith requirement in subsection (c)(2)(B) allows for “otherwise objectionable” to be construed as an “unbounded catchall phrase” that can apply to a provider who “block[s] content for anticompetitive purposes or merely at its malicious whim,” and “without the user’s knowledge or consent.” Moreover, even if a provider cannot satisfy (c)(2)(B), and thus must satisfy subsection (c)(2)(A), some courts have been heavily deferential to providers’ allegations of good faith, out of reluctance to subject providers to a fact-sensitive inquiry and the resulting litigation costs that the § 230 safe harbor is designed to avoid.

Courts should reject these broad interpretations of § 230. Allowing providers to claim the safe harbor with respect to filtering that does not comport with users’ preferences is inconsistent with Congress’ policy of “encourag[ing] the development of technologies which maximize user

53. Smith v. Trusted Universal Standards in Elec. Transactions, Inc., Civil No. 09-4567, 2010 WL 1799456, at *6 (D.N.J. May 4, 2010) (“Congress included the phrase ‘or otherwise objectionable’ in its list of restrictable materials, and nothing about the context before or after that phrase limits it to just patently offensive items.”); Langdon, 474 F. Supp. 2d at 631–32 (finding that even if politically controversial advertisements did not qualify as “obscene” or “harassing,” they fell within the meaning of “objectionable”).
54. Several courts have read § 230(c)(2) as only requiring that the provider subjectively deem material to be “otherwise objectionable.” Holomaxx Techs. v. Microsoft Corp., 783 F. Supp. 2d 1097, 1104 (N.D. Cal. Mar. 11, 2011); Smith, 2010 WL 1799456, at *6; E360Insight, LLC v. Comcast Corp., 546 F. Supp. 2d 605, 608 (N.D. Ill. 2008).
55. Zango, Inc. v. Kaspersky Lab, Inc., 568 F.3d 1169, 1177 (9th Cir. 2009) (noting that subsection (c)(2)(B) “has no good faith language” and declining to decide whether it “should be construed implicitly to have a good faith component”).
56. Id. at 1178 (Fisher, J., concurring).
57. Holomaxx Techs. v. Yahoo!, Inc., No. 10-cv-04926 JF, 2011 WL 3740827, at *2 (N.D. Cal. Aug. 22, 2011) (“[A]ll doubts ‘must be resolved in favor of immunity.’ . . . To permit Holomaxx to proceed solely on the basis of a conclusory allegation that Yahoo! acted in bad faith essentially would rewrite the CDA.” (quoting Goddard v. Google, No. C 08-2738 JF, 2008 WL 5245490, at *2 (N.D. Cal. 2008))); Holomaxx, 783 F. Supp. 2d at 1104 (reading E360Insight for the proposition that “virtually total deference to provider’s subjective determination is appropriate”); E360Insight, 546 F. Supp. 2d at 609 (“To force a provider . . . to litigate the question of whether what it blocked was or was not spam would render § 230(c)(2) nearly meaningless.”); see also Goldman, supra note 51, at 671 (“Section 230(c)(2) provides substantial legal certainty to online providers who police their premises and ensure the community’s stability when intervention is necessary.”).
control.” The “good faith” and “obscene, lewd, [etc.]” requirements indicate that Congress intended there to be limits on the safe harbor. Moreover, the fact that the “good faith” requirement only applies in cases where the provider has restricted access, as opposed to giving users the technical means to do so, indicates that Congress intended the contrast between subsections (c)(2)(A) and (c)(2)(B) to be a trade-off between power and responsibility. In other words, when the provider cedes power to users (i.e., by employing filtering technology that maximizes user control), the filtering should be governed under subsection (c)(2)(B), in which event the absence of a “good faith” requirement means the provider should commensurately bear less responsibility to ensure that the filtered material is objectionable. However, when the provider’s filtering technology does not exhibit user control, subsection (c)(2)(A) requires that the provider has acted with a good faith belief that its filtering accommodated users’ preferences.

The balance of this Article proceeds as follows: Part I discusses the legislative history of § 230(c)(2) and subsequent case law. Part II argues that Congress’s policy in favor of user control technologies should inform courts’ application of § 230(c)(2). Part III explains how courts should construe subsection (c)(2)(B) so as to limit it to technologies that exhibit user control. Part IV discusses how courts should resolve the ambiguities in the phrases “good faith” and “otherwise objectionable.”

II. BACKGROUND

Section 230(c)(2) is an immunity law. It regulates conduct not by imposing liability, but by preemption with respect to certain proscribed activities: “restrict[ing] access to . . . obscene, lewd, [etc.]” material by any provider of an interactive computer service (ICS), which in practice means any provider of Internet-based services, from an ISP to an e-mail spam filter. Section 230(c)(2) encourages providers to filter by giving them assurance that they cannot be held liable for doing so. If a cause of action is predicated on some act of filtering by the defendant, such as where an online advertiser brings suit for tortious interference against the provider of a spyware filter, it falls within the scope of § 230(c)(2). Section 230 contains a separate immunity provision—subsection (c)(1)—which applies to claims arising out of

59. Id. § 230(c)(2)(A).
60. Id. § 230(c)(2).
61. Courts have found that a diverse array of services qualify as an ICS. See, e.g., Doe v. MySpace, Inc., 528 F.3d 413 (5th Cir. 2008) (social networking site); Chicago Lawyers Committee v. Craigslist, 519 F.3d 666 (7th Cir. 2008) (classified-advertisement listing services); Universal Communication System, Inc. v. Lycos, Inc., 478 F.3d 413 (1st Cir. 2007) (online discussion forum); Carafano v. Metrosplash.com, 339 F.3d 1119 (9th Cir. 2003) (dating sites); Batzel v. Smith, 333 F.3d 1018 (9th Cir. 2003) (e-mail list serv operators); E360Insight, 546 F. Supp. 2d 605 (web-based consumer complaint services); Murawski v. Pataki, 514 F. Supp. 2d 577 (S.D.N.Y. 2007) (search engines).
63. Zango, Inc. v. Kaspersky, Lab Inc., 568 F.3d 1169, 1173 (9th Cir. 2009); see also Batzel, 333 F.3d at 1030 n.14 (“[Section 230(c)(2)] insulates service providers from claims premised on the taking down of a customer’s posting such as breach of contract or unfair business practices . . . .”).
the publication and dissemination of material created by third parties, such as defamation. Subsection (c)(1) has been the subject of far more litigation than subsection (c)(2), which reflects the fact that causes of action that hinge on filtering generally fail on the merits and are thus not commonly asserted. But the growing criticism of dominant intermediaries’ filtering practices suggests that such claims will become increasingly viable. Indeed, the number of defendants asserting § 230(c)(2) defenses has increased significantly in the past several years.

A. Legislative History

Section 230 originated as the Online Family Empowerment Act (OFEA), a bill proposed by Representatives Cox and Wyden. Cox and Wyden proposed OFEA as an alternative to the proposed Exon-Coats amendment to 47 U.S.C. § 223, which made it a crime for any person to “make... and initiate the transmission of... any... communication which is obscene or indecent, knowing that the recipient of the communication is under 18 years of age.” Whereas OFEA targeted pornography at the receiving end by encouraging filtering, the Exon-Coats amendment targeted pornography at the source by prohibiting its dissemination.

The contrast between OFEA and the Exon-Coats amendment reflected the disagreement amongst Congress on how to make Internet pornography inaccessible to children. A divisive issue was whether parents could effectively control their children’s online activity. In arguing “no,” proponents of the Exon-Coats amendment claimed that filters were under-inclusive in that they did not detect and block all pornography, and parents were not technologically sophisticated enough to implement them. Thus, it was argued, it was necessary for the government to prohibit Internet

64. 47 U.S.C. § 230(c)(1) (“No provider or user of an interactive computer service shall be treated as the publisher or speaker of any information provided by another information content provider.”).
65. See, e.g., Zeran v. Am. Online, Inc., 129 F.3d 327, 332 (4th Cir. 1997) (holding that America Online is not liable for not taking down inflammatory content).
66. Goldman, supra note 51, at 660.
67. In E360Insight, the court expressed doubt that a provider of a spam filter could be held liable for tortious interference with prospective economic advantage, stating: “I have found no cases in which refusal to allow a plaintiff to run an advertisement in a medium with wide circulation (and thus reducing sales) of plaintiff’s products or those from whom he is selling constitutes such tortious interference. Usually the prospective economic advantage is far more concrete than selling to public which consists of people on a very, very long opt-in list. It is illegal to interfere with a far number of prospects, but usually they are a class of easily identified individuals and usually the interference is that of the defendant interacting directly with the prospective buyers.” E360Insight, LLC v. Comcast Corp., 546 F. Supp. 2d 605, 609 n.3 (N.D. Ill. 2008).
70. Id. at 16,068.
71. Id.
72. Id. at 16,009 (statement of Sen. Exon).
73. Id.
pornography at the source. Opponents of the Exon-Coats amendment countered that filtering software was quickly becoming more sophisticated and accessible to parents. This made the Exon-Coats amendment not only unnecessary, they argued, but unconstitutional as well given the Supreme Court’s approach of applying heightened First Amendment protection to technologies exhibiting user control.

Recognizing the significance that filtering software played in the larger debate, Representatives Cox and Wyden proposed OFEA. To Cox and Wyden, the alleged inefficacies of filtering software stemmed from over-regulation, not limited technology. To illustrate this point, Representative Cox referred to Stratton Oakmont, Inc. v. Prodigy Services Co., in which a New York trial court held Prodigy (an online service provider) liable for a defamatory comment that had been posted to its online forum by an anonymous user. The court found that since Prodigy had made efforts to filter offensive content off of its network, it assumed responsibility for any offensive content that it failed to filter, even if it lacked actual or constructive knowledge of such content. According to Representative Cox, the Stratton Oakmont court’s approach of premising liability on efforts to filter would deter software companies from providing filtering software. OFEA was designed to eliminate this deterrent effect by specifically overruling Stratton Oakmont and by immunizing providers like Prodigy from liability in future cases.

Congress supported OFEA and voted to enact it as § 230 of the CDA, which was a part of the Telecommunications Act of 1996. The Exon-Coats amendment was also enacted as part of the CDA and codified at 47 U.S.C. § 223, but was invalidated by the Supreme Court a year later in Reno v. ACLU. While the Reno court did not discuss § 230, it did state that filtering software was a less restrictive means of limiting children’s access to pornography than the Exon-Coats amendment.

---

74. Id.
75. Id. at 16,013 (statement of Sen. Feingold).
76. Id.
77. Id. at 22,044.
78. Id. at 22,045.
80. See Stratton Oakmont, 1995 WL 323710, at *5 (“PRODIGY’s conscious choice, to gain the benefits of editorial control, has opened it up to a greater liability than CompuServe and other computer networks that make no such choice.”).
82. H.R. CONF. REP. No. 104-879, at 194 (1996) (“One of the specific purposes of this section is to overrule Stratton-Oakmont v. Prodigy and any other similar decisions which have treated such providers and users as publishers or speakers of content that is not their own because they have restricted access to objectionable material. The conferees believe that [Stratton Oakmont] create[s] serious obstacles to the important federal policy of empowering parents to determine the content of communications their children receive through interactive computer services.”).
85. Id.
The operative provision of § 230 is subsection (c), which, as discussed above, provides immunity for disseminating material created by third parties and for restricting access to material the user or provider considers to be “obscene, lewd, lascivious, filthy, excessively violent, harassing, or otherwise objectionable.” As the language “excessively violent, harassing, or otherwise objectionable” indicates, immunity under subsection (c)(2) is not limited to the filtering of pornography.

In addition to subsection (c), § 230 contains several other provisions. Subsection (a) includes a list of Congressional findings relevant to § 230. Subsection (b) includes a list of policies underlying § 230. Under § 230(d), a provider that “enter[s] an agreement with a customer for the provision of interactive computer service” shall “notify such customer that parental control protections . . . are commercially available.” Section 230(e) provides that immunity does not apply to federal criminal laws, intellectual property laws, electronic privacy laws, and state laws that are consistent with § 230. Finally, § 230(f) defines the terms “Internet,” “interactive computer service,” “information content provider,” and “access software provider.”

C. Application

Most of the § 230 case law has focused on subsection (c)(1), which protects a provider from liability for disseminating material created by a third party. By contrast, subsection (c)(2), the focus of this Article, governs cases where the plaintiff’s complaint is that a defendant has prevented the dissemination of material. For example, in *E360Insight*, Comcast was sued by a company whose marketing e-mails were blocked by the spam filter Comcast provided to users of its e-mail service. The court held that Comcast was entitled to immunity because E360Insight’s claims were premised on the fact that the spam filter had restricted Comcast subscribers’ access to E360Insight’s e-mails within the meaning of subsection (c)(2). As *E360Insight* illustrates, the “restrict access” language applies where the provider takes some action that prevents the plaintiff’s intended audience from accessing material that the plaintiff is seeking to disseminate. In addition to employing filtering technologies, “restricting access” could also include other

---

87.  Id. § 230(a).
88.  Id. § 230(b).
89.  Id. § 230(d).
90.  Id. § 230(c).
91.  Id. § 230(f).
95.  Id. at 609.
96.  Id.
measures a provider might take to make it more difficult for a speaker to reach his or her intended audience, such as charging a speaker fees for his or her use of an (ICS), or terminating his or her account.

In addition to restricting access, § 230(c)(2) requires that a defendant qualify as an ICS. Subsection 230(f)(2) defines an ICS as “any information service, system, or access software provider that provides or enables computer access by multiple users to a computer server.” Courts have construed the term ICS broadly. In the context of § 230(c)(2) it has been held applicable to e-mail spam filters, spyware filtering software, eBay, and Google’s search engine.

Once a defendant qualifies as a provider of an ICS, it must satisfy either subsection (c)(2)(A) or (c)(2)(B) for each claim that it defends on immunity grounds. Subsection (c)(2)(A) preempts any cause of action premised on “[a]ction voluntarily taken in good faith to restrict access to or availability of material that the provider . . . considers to be obscene, lewd, lascivious, filthy, excessively violent, harassing, or otherwise objectionable . . . ” Subsection (c)(2)(B), on the other hand, preempts “any action taken to enable or make available to information content providers or others the technical means to restrict access to material” that the provider considers to be obscene, lewd, etc. A claim is preempted so long as the facts on which it is premised fall within one of the two prongs. Claims preempted under § 230(c)(2) have included tortious interference, breach of contract, trade libel, and various alleged violations of state antitrust and consumer protection statutes.

---

97. Id. at 607.
99. Id. § 230(f)(2).
100. See supra note 61.
102. Zango, Inc. v. Kaspersky Lab, Inc., 568 F.3d 1169, 1173 (9th Cir. 2009).
106. Id. § 230(c)(2)(A).
107. Id. § 230(c)(2)(B).
108. See id. § 230(c)(2) (“No provider or user of an interactive computer service shall be held liable on account of (A) any action voluntarily taken in good faith to restrict access to or availability of material that the provider or user considers to be obscene, lewd, lascivious, filthy, excessively violent, harassing, or otherwise objectionable, whether or not such material is constitutionally protected; or (B) any action taken to enable or make available to information content providers or others the technical means to restrict access to material described in paragraph (1).” (emphasis added)).
While § 230(c)(2) case law has illustrated what it means for a provider of an ICS to restrict access to material, several ambiguities remain. For instance, courts have reached inconsistent interpretations of the “good faith” requirement in subsection (c)(2)(A). In Holomaxx Technologies v. Yahoo!, the court rejected the plaintiff’s allegations of bad faith because it found that § 230 did not specifically impose any duties on providers, such as responding to or complying with requests to unblock material. But in Smith v. Trusted Universal Standards in Electronic Communication, the court assessed the defendant ISP’s good faith by reviewing a wide-ranging array of circumstantial evidence, such as the plaintiff’s allegation that the ISP failed to explain why it blocked his outgoing e-mails and told him “he would not have to worry about any e-mail blocking if [he] subscribed to a higher level of service.” Courts have also disagreed over how specific and well-supported a plaintiff’s allegations of bad faith must be in order to survive a motion to dismiss on the pleadings. As Eric Goldman has argued, allowing plaintiffs to conduct discovery in search of a wide range of circumstantial evidence of bad faith “[i]mposes additional advocacy and discovery costs on the defendant and undermines Congress’ policy of “remov[ing] disincentives for the development and utilization of blocking and filtering technologies.” But Goldman’s proposed prescription—allowing a provider’s justification for filtering to satisfy the “good faith” requirement “even if that justification is ultimately pretextual”—goes too far. The fact that Congress included the “good faith” requirement in subsection (c)(2)(A) indicates that it intended for that requirement to be more than a mere formality.

Courts have also disagreed over how to interpret the phrase “otherwise objectionable.” In E360Insight, the court noted that § 230(c)(2) “only requires that the provider subjectively deems the blocked material objectionable,” and concluded that “[n]o court has articulated specific, objective criteria to be used in assessing whether a provider’s subjective determination of what is ‘objectionable’ is protected by § 230 because the ‘good faith’ language presupposes some evidence of that ‘good faith’ which the court found that the defendant had not adequately pled).
considers the material sent by e360 via e-mail objectionable.”

Furthermore, in *Langdon v. Google*, the court held that a website accusing the North Carolina Attorney General of fraud was “objectionable” and that Google was thus immune from liability for removing the website from its search results.

However, several courts have read “objectionable” more narrowly. In *National Numismatic Certification v. eBay*, the court held that § 230(c)(2) did not immunize eBay from liability for removing auction listings for potentially counterfeit coins. The court relied on the principle of *ejusdem generis*, which holds that “[w]hen a general term follows specific terms, courts presume that the general term is limited by the preceding terms.”

While several courts have adopted this approach, the court in *Smith v. Trusted Universal Standards in Electronic Transactions* rejected the “[p]laintiff’s argument that the blocked material must be ‘obscene, lewd, filthy, excessively violent, or harassing’” and stated that “Congress included the phrase ‘or otherwise objectionable’ in its list of restrictable materials, and nothing about the context before or after that phrase limits it to just patently offensive items.” Moreover, the principle of *ejusdem generis* does not necessarily limit the breadth of § 230 immunity because courts have also interpreted the preceding term “harassing” broadly. In *National Numismatic Certification*, the court stated that its interpretation was consistent with the outcome in *Langdon* because the material at issue in *Langdon*—a website accusing the North Carolina Attorney of fraud—qualified as “harassing.” However, if courts read “objectionable” in conjunction with “good faith,” as Judge Fisher suggested in his concurrence to *Zango v. Kaspersky*, then a
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provider’s self-serving allegation that it deems material objectionable should be insufficient to satisfy subsection (c)(2)(A).

If courts do read “good faith” as limiting the scope of “objectionable,” then defendants may instead rely on subsection (c)(2)(B), which does not require good faith. Subsection (c)(2)(B) presents an opportunity for any provider who cannot satisfy the “good faith” requirement in subsection (c)(2)(A) to nonetheless obtain immunity. This would render the “good faith” requirement obsolete, which Congress presumably did not intend.

In Zango v. Kaspersky, the Ninth Circuit held that subsection (c)(2)(B) immunized a software developer, Kasperky Lab, from claims arising out of the use of Kaspersky Internet Security (KIS), a malware-blocking program that Kaspersky developed and distributed. Once installed on a user’s computer, KIS would block any material included in a database that was maintained and updated by Kaspersky. KIS blocked software distributed by Zango, which led Zango to sue Kaspersky for injunctive relief and damages for claims including tortious interference and trade libel. In an attempt to defeat Kaspersky’s subsection (c)(2)(B) defense, Zango alleged that KIS did not enable users to override the blocking of its software and argued on this basis that “Kaspersky, rather than the customer, determines that Zango is malware such that it overrides the customer’s desire to use Zango.” The Court responded:

Users choose to purchase, install, and utilize the Kaspersky software. Regardless of whether Zango is correct in its allegation that Kaspersky does not provide users of Kaspersky products a choice to override the security software and download and use Zango, there is no question that Kaspersky has “made available” for its users the technical means to restrict access to items that Kaspersky has defined as malware.

The Court went on to find that Zango had “waived any argument on appeal that Kaspersky does not consider Zango’s software to be ‘otherwise objectionable’” and concluded that Kasperky was entitled to immunity under subsection (c)(2)(B).

In his concurring opinion, Judge Fisher argued that the majority’s interpretation of subsection (c)(2)(B) appeared to give providers “free license
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to unilaterally block the dissemination of material,” which could prove to be problematic in future cases. While KIS provided a warning to users when it was blocking content, Judge Fisher stated:

Other blocking software might be less accommodating to the user’s preferences, either not providing an override option or making it difficult to use. Consider, for example, a web browser configured by its provider to filter third-party search engine results so they would never yield websites critical of the browser company or favorable to its competitors. Such covert, anti-competitive blocking arguably fits into the statutory category of immune actions—those taken by an access software provider to provide the technical means to block content the provider deems objectionable.

Judge Fisher further noted that the provider’s lack of good faith in this example would not preclude it from satisfying subsection (c)(2)(B) because subsection (c)(2)(B), unlike subsection (c)(2)(A), does not explicitly require good faith.

Indeed, if unilateral blocking by the provider can satisfy subsection (c)(2)(B), then it is difficult to see why any of the services that courts have analyzed under subsection (c)(2)(A)—Google’s search engine, eBay’s auction listings, and various e-mail spam filters—could not have also satisfied subsection (c)(2)(B). One might argue that such services do not fall within the meaning of “access software provider,” which the Zango court found applicable to KIS. But subsection (c)(2)(B), by its terms, applies to all ICSs, and being an access software provider is not necessary for qualifying as an ICS.

Moreover, all of the aforementioned services arguably do qualify
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as access software providers given that they are “enabling tools that . . . pick, choose, analyze, or digest content.” Thus, as interpreted by courts thus far, subsection (c)(2)(B) presents an opportunity for any provider who cannot satisfy subsection (c)(2)(A)’s “good faith” requirement to nonetheless obtain immunity.

III. THE NEED FOR LIMITS ON § 230(C)(2) IMMUNITY

In determining the proper scope of § 230 immunity, courts must draw a difficult balance. On the one hand, legal limits on intermediary discretion can serve important policy ends, such as promoting the diversity of material on the Internet and preventing dominant intermediaries like Comcast, Verizon, and Google from behaving anticompetitively. On the other hand, the potential for liability burdens all Internet intermediaries, even those who filter consistently with users’ preferences. Faced with the prospect of having to defend against unmeritorious claims, with resulting litigation costs, intermediaries may hesitate to provide new services. This concern is reflected in the text of § 230(b)(4), which provides that one of the policies underlying § 230 was “to remove disincentives for the development and utilization of blocking and filtering technologies . . . .”

But in expressing its support for intermediary discretion, Congress added an important qualification: an additional purpose of § 230 was “to encourage the development of technologies which maximize user control over what information is received by individuals, families, and schools who use the Internet and other interactive computer services.” Read in conjunction, the “user control” and “remove disincentives” policies indicate that Congress did not intend for § 230 to represent a wholesale preference of intermediary interests over speaker interests. Rather, Congress only intended to subordinate speaker interests as against intermediaries whose filtering allows users to control what information they receive.

Indeed, Congress’s focus on user control technologies is evident in the text of § 230(c)(2). As discussed above, “good faith” is only required under subsection (c)(2)(A), which preempts claims alleging that the provider has unlawfully restricted access to material. Cases where the provider restricts access do not exemplify what Congress meant by “user control,” as indicated by the fact that § 230 distinguishes providers from users. In contrast, subsection (c)(2)(B) applies where a provider enables “others”—which presumably includes users—to restrict access, a manner of filtering that
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exemplifies user control. Thus, the particular way in which Congress carried out its objective of “encourag[ing] the development of technologies which maximize user control” was to allow providers who utilize such technologies to obtain immunity without having to litigate the “good faith” requirement. To effectuate Congress’ objective, courts should limit subsection (c)(2)(B) to technologies that exhibit user control. Furthermore, if a technology does exhibit sufficient user control to satisfy subsection (c)(2)(B), the absence of a “good faith” requirement in subsection (c)(2)(B) means that the court should be more deferential to the provider’s allegation that it considered the filtered material to be objectionable than under subsection (c)(2)(A).

IV. LIMITING THE SCOPE OF SUBSECTION (C)(2)(B)

To satisfy subsection (c)(2)(B), a provider should have to establish that its ICS exhibits user control, such that the filtering at issue has been performed by a user rather than the provider. This inquiry is roughly analogous to the Ninth Circuit’s *Roommates* analysis, which holds that while subsection (c)(1) does protect a provider who has disseminated material created by a user, it does not protect a provider who has materially contributed to the alleged illegality of the material. Under the *Roommates* analysis, the fact that “the user pushes the last button or takes the last act before publication” does not negate a finding of material contribution by the provider. As Judge Kozinski stated, “[t]he projectionist in the theater may push the last button before a film is displayed on the screen, but surely this doesn’t make him the sole producer of the movie.” While *Roommates* is not directly applicable to subsection (c)(2)(B), it does suggest that courts should avoid formalism in determining whether an action is attributable to a user or a provider.

In fleshing out the concept of “user control,” it is helpful to consider the body of Supreme Court case law that influenced Congress to adopt the “user control” policy. In *FCC v. Pacifica Foundation*, the Court upheld
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164. Preserving the Open Internet, 76 Fed. Reg. 59,192, 59,206 (Sept. 23, 2011) (codified in C.F.R pt. 0, 8) (“[T]here is not a binary distinction between end-user controlled and broadband-provider controlled practices, but rather a spectrum of practices ranging from more end-user controlled to more broadband provider-controlled.”).

restrictions prohibiting a radio station from broadcasting “indecent” speech in part because “the broadcast audience is constantly tuning in and out, [and as such] prior warnings cannot completely protect the listener or viewer from unexpected program content.” However, in Sable Communications of California v. FCC, the Court invalidated a ban on “indecent” prerecorded telephone messages. In distinguishing Pacifica, the Sable Court noted that “the dial-it medium requires the listener to take affirmative steps to receive the communication,” and that “[p]lacing a telephone call . . . is not the same as turning on a radio and being taken by surprise by an indecent message.” Referring to these cases during a floor debate, Senator Feingold stated, “[t]he Supreme Court has taken into consideration . . . the ability of the user to control the material he or she might view over the medium,” and argued that restrictions on Internet speech like the Exon-Coats amendment were unconstitutional because “[t]here is a greater ability on computer networks to avoid materials end users do not wish to receive than exists for either broadcast media or telephony . . . .” This is precisely the position the Supreme Court subsequently took in invalidating the Exon-Coats amendment in Reno as well as Congress’s revision of the Exon-Coats amendment, COPA, in Ashcroft.

A. Identifying Potential User Control Factors

To illustrate the factors that courts might consider in assessing user control, it is helpful to draw a contrast from the Zango court’s analysis. The Zango court did not construe the “user control” policy in connection with any of the language that is unique to subsection (c)(2)(B). The court’s only discussion of the “user control” policy was that it militated in favor of allowing KIS to qualify as an ICS, a requirement that applies to both subsection (c)(2)(A) and (c)(2)(B). Furthermore, the court did not contest Zango’s argument that “Kaspersky, rather than the customer, determine[d] that Zango [was] malware such that it override[d] the customer’s desire to use Zango[,]” but instead stated that Kaspersky satisfied subsection (c)(2)(B) “[r]egardless of whether Zango [was] correct in its allegation that Kaspersky does not provide users of Kaspersky products a choice to override the security software . . . .” Given that § 230(c)(2) distinguishes between providers and
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users, the premise that the provider was controlling KIS should have led the court to question whether KIS really exhibited user control.

However, in some respects, the Zango court’s analysis is consistent with a user control approach to subsection (c)(2)(B). For instance, the legislative history of the CDA indicates that Congress considered software programs to be a form of filtering that was performed by users. In a floor debate, Senator Feingold noted that “[t]here is currently software available which allows parents and employers to screen out objectionable services or newsgroups on the Internet. On-line service providers also have the ability to provide parents with a choice of what types of information their children should access.” Similarly, when Representatives Cox and Wyden introduced OFEA to the House, Representative Goodlatte stated:

The Cox-Wyden amendment removes the liability of providers such as Prodigy who currently make a good faith effort to edit the smut from their systems. It also encourages the online services industry to develop new technology, such as blocking software, to empower parents to monitor and control the information their kids can access.

As these statements demonstrate, Congress contemplated two categories of filtering: filtering by online service providers, such as Prodigy, America Online, and CompuServe, and filtering by software programs, which it referred to as performed by users. The fact that § 230(c)(2) refers to two categories of filtering, one performed by providers (subsection (c)(2)(A)), and one performed by users (subsection (c)(2)(B)), suggests that Congress intended for subsection (c)(2)(B) to apply to filtering by software programs. While the Zango court did not refer to these statements, the fact that KIS is a software program is a factor that arguably supports the court’s conclusion that Kaspersky satisfied subsection (c)(2)(B).

Furthermore, the Zango court’s subsection (c)(2)(B) analysis described the users’ involvement in the operation of KIS. The Court stated that “[u]sers choose to purchase, install, and utilize the Kaspersky software[,]” and that “[i]f a Kaspersky user . . . is unhappy with the Kaspersky software’s performance, he can uninstall Kaspersky and buy blocking software from another company . . . .” Based on these facts, one could plausibly conclude that KIS exhibited user control.

To explain why this is the correct conclusion, it is necessary to introduce two additional user control factors: notice and adjustability. Notice refers to the user’s knowledge of the material that is being filtered. Adjustability is
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the extent to which the ICS is capable of conforming to the users’ preferences of what material to filter.\textsuperscript{187} The importance of notice is evident from the \textit{Pacifica} court’s conclusion that radio lacks user control because listeners do not receive “prior warnings” of “program content.”\textsuperscript{188} Moreover, in explaining why the Internet is conducive to user control, Senator Feingold noted during a floor debate that “[m]ost newsgroups or bulletin boards that have sexually explicit materials are named such that there can be little doubt what types of materials one might encounter if you try to get into that area.”\textsuperscript{189} Focusing on adjustability is consistent with statements during the introduction of OFEA that filtering technologies would enable “every one of us . . . to tailor what we see to our own tastes”\textsuperscript{190} and would “allow a parent to sit down and program the Internet to provide just the kind of materials that they want their child to see.”\textsuperscript{191}

KIS afforded users some degree of notice. The fact that users chose to purchase KIS indicates that they had general, ex ante notice that the installation of KIS would cause some material to be filtered.\textsuperscript{192} “General” because all that users knew about the to-be-filtered material at the time of purchase and installation was that it would fall within the general category of “malware;” “ex ante” because the notice arose before the actual filtering of material. The Zango court also noted that “[w]hen a user attempted to download Zango software, KIS displayed a ‘Web Anti–Virus Warning’ that advised the user to block the Zango download.”\textsuperscript{193} In contrast with the general, ex ante notice users had when purchasing Zango, the notice provided by KIS’s warnings was specific in that it identified the filtered material as Zango’s software and contemporaneous because it was delivered at the time of filtering.\textsuperscript{194}

Under the adjustability factor, there was a weaker case for finding that KIS exhibited user control because the override feature did not work.\textsuperscript{195} To be sure, KIS did exhibit some adjustability in that once a user received a warning that KIS was blocking Zango’s software, he or she had the option of uninstalling KIS. In this sense, users’ continued use of KIS amounted to a
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ratification of KIS’s blocking of Zango’s software. But a user’s decision to refrain from uninstalling KIS does not necessarily indicate that the user preferred to not receive Zango’s material and may instead indicate the user’s adversity to other consequences that uninstallation would entail, such as leaving all material unblocked or having to purchase new filtering software. KIS would have been more adjustable had its override feature functioned properly, thus allowing users to unblock Zango’s material while blocking other material. But the Zango court rejected the argument that such a feature is required under subsection (c)(2)(B).

A final user control factor that courts should consider is the user’s engagement (i.e. the level of activity the user exercises in the filtering process). Focusing on engagement is consistent with the Sable court’s conclusion that the “dial-it medium” exhibits user control because it “requires the listener to take affirmative steps to receive the communication.” Relying on Sable, Senator Feingold argued during floor debates that the Internet exhibits user control because users “typically do not stumble across information, but go out surfing for materials on a particular subject.” While the Zango court’s subsection (c)(2)(B) analysis did not describe the specific activities involved in a user’s operation of KIS, in discussing the facts of the case the court did mention that “KIS’s warning include[d] an ‘apply to all’ checkbox that presumably is meant to stop the repeated warnings if the user opts to ‘skip’ and selects ‘apply to all . . . ’.” The fact that users had to take the affirmative step of selecting “apply to all” in order to filter material weighs towards user control under the engagement factor. The engagement factor would have weighed less towards user control if, for example, the warning had disappeared automatically after a few seconds without any action by the user. Conversely, the engagement factor would have tilted even further towards user control had KIS required the user to take action every time he or she wanted to block Zango’s material, as opposed to utilizing the “apply to all” function that resulted in KIS automatically blocking Zango’s software on all future occasions after the user’s initial selection.

To summarize, there are four factors that are prima facie applicable to a user control inquiry: (1) the status of the ICS as software as opposed to an online service provider; (2) notice; (3) adjustability; and (4) engagement. One might object that a factor-based approach to subsection (c)(2)(B), as opposed to a bright-line approach, undermines § 230’s policy of reducing litigation costs. This criticism is especially pertinent given that subsection (c)(2)(B) should spare providers the costs and uncertainty of litigating the “good faith” requirement under subsection (c)(2)(A). But a factor-based approach need not be open-ended in every case. Factors can be useful when courts are addressing types of ICSs that have not been previously analyzed under subsection (c)(2)(B).
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Once application of the factors leads a court to find that a particular type of ICS exhibits user control, subsequent courts can foster certainty by presuming that that ICS qualifies for subsection (c)(2)(B) immunity. The remainder of this Part examines the factors more closely and illustrates how they might apply with respect to other ICSs like search engines and social networking sites.

B. Critiquing the Factors

1. The Software/Online Service Provider Distinction

As discussed above, the legislative history of the CDA suggests that Congress contemplated two categories of filtering: (1) filtering by software programs, which it referred to as performed by users, and (2) filtering by online service providers such as Prodigy, America Online, and CompuServe. 201 This suggests that ICSs that are more like software programs should satisfy subsection (c)(2)(B), whereas technologies that are more like Prodigy and America Online should fail subsection (c)(2)(B) and thus have to establish “good faith” under subsection (c)(2)(A). But determining what any given ICS is “more like” is difficult because Congress did not explain its basis for distinguishing between software programs and online service providers.

The distinction that Congress may have had in mind was that online service providers and software programs filtered material at different levels or, to borrow Jonathan Zittrain’s terminology, different “point[s] of presence” on “the technical path between two points of communication on the Internet” from sender to receiver. 202 As one scholar notes:

The process of filtering can take place at different levels on the Internet, though there are three major points: (1) at the sender’s level, also referred to as the server-level, which is the place of origination of the speech (the web site containing the objectionable speech); (2) at the Internet Service Provider’s level (ISP); or (3) at the receiver’s or end user’s level. 203

Online service providers such as America Online and Prodigy provided subscribers with dial-up Internet access and also functioned as “walled garden[s],” which “direct[ed] subscribers to proprietary online forums or third-party content that [could not] be accessed by non-subscribers . . . .” 204 Thus, such providers were capable of employing server-level filtering of their proprietary content as well as ISP-level filtering in their capacity as providers of dial-up internet access. Describing the filtering capacities of online service providers during a floor debate, Senator Feingold stated that providers like
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America Online and Prodigy “acted as intermediaries between the user and the Internet,” thus enabling them to “eliminate access to certain services.”

Software programs, on the other hand, imposed filtering at the end-user level. In concluding that “blocking and filtering software" was more consistent with the First Amendment than source-based restrictions like COPA, the Supreme Court noted in Ashcroft that filters “impose selective restrictions on speech at the receiving end, not universal restrictions at the source.” Furthermore, several influential Internet law scholars of the 1990s argued that filtering imposed at the end-user level was more consistent with user control than filtering imposed at the server level or ISP level.

For instance, in explaining why PICS, a rating system for filters, “enable[d] user control,” Lawrence Lessig stated:

PICS is an application level filtering protocol. Its use is end-to-end. The filter gets invoked in a user’s application. The filtering is not designed to interfere with the flow of the network itself. No system between the sender and the receiver need make a judgment about whether to deliver content based on the content of message.

Lessig proceeded to cite “the use of PICS by a search engine . . . [to] filter the results of a search” as an example of “upstream filtering,” which he argued did not exhibit user control. It is plausible that Congress’s basis for distinguishing between software programs and online service providers was that the former utilized filtering at the end-user level whereas the latter utilized “upstream” filtering at the server level and/or ISP level. One might argue on this basis that filtering should satisfy subsection (c)(2)(B) if and only if it is imposed at the end-user level.

But courts should disregard the “levels” analysis in applying subsection (c)(2)(B). It is difficult to identify modern analogues to the “walled garden” ISPs of the mid-nineties, like America Online and Prodigy. The use of “walled garden” providers declined sharply throughout the late ‘90s and early 2000s. The modern ISP market is dominated by broadband access providers which “provide[] subscribers with unfettered access to the Internet” and do not offer proprietary content.

As a result of this disaffiliation between access providers and content providers, a court is unlikely to encounter a defendant provider that is capable of filtering at both the server level and the ISP level, as
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the “walled garden” providers were. In order to assess whether a provider that filters at only one of the levels is analogous to a “walled garden” provider for purposes of the “levels” analysis, a court would have to determine whether Congress’s basis for distinguishing such providers from software providers was their capacity for server-level filtering, for ISP-level filtering, or the combination of both. But the legislative history of the CDA does not answer this question. Thus, the fact that a provider does not utilize end-user level filtering should not disqualify it from subsection (c)(2)(B).

Nor should the use of end-user-level filtering be sufficient for a technology to satisfy subsection (c)(2)(B). Even where filtering is imposed at the end-user level, inasmuch as it is implemented by software installed on the end user’s computer, it may nonetheless be subject to more control by the provider than Congress envisioned in 1996. As Zittrain notes:

[T]he rise of always-on, broadband-connected PCs means that software or operating systems need not follow a factory-produces, consumer-inherits sequence. Software can become service, tuned and re-tuned near-instantly by its author, like a child who leaves home but finds the parents not only constantly in touch, but able to set and adjust curfews from afar.214

Indeed, KIS was exemplary of this trend in that it was “designed to be updated regularly in order to keep malware definitions current” and could be configured by the user “to communicate automatically with [Kaspersky’s] online update servers.”215 Just as a projectionist is not the sole producer of a movie merely because he or she pushes the last button, it would be too formalistic to conclude that a KIS user was the party who had filtered Zango’s material just because the filtering was imposed at the end-user level.

The broader point is that the user control inquiry should focus on who is responsible for a filtering decision, not on where in the network it is implemented. This is consistent with United States v. Playboy, in which the Supreme Court invalidated a provision of the CDA that required cable TV operators to fully scramble or fully block premium channels carrying sexually oriented programming.216 Following the Sable Court’s user control approach, the Court found that the requirement was unnecessary given “the feasibility of a technological approach to controlling minors’ access” to the sexually oriented programming.217 Specifically, the Court noted that “viewers could order signal blocking on a household-by-household basis.”218 Even though the blocking was implemented by the cable provider, the fact that it was ordered by the viewer made it a form of user control. Similarly, in cases where a provider imposes filtering at the server level or ISP level, the provider should still be able to satisfy subsection (c)(2)(B) if the filtering is traceable to an end user’s exercise of control, as assessed under the other factors.
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2. **Notice**

In applying the notice factor, courts should consider both the content and the timing of the notice. The notice should provide specific information about what material is being filtered. In general, the notice should identify the sender attempting to disseminate the material. In the case of a browser filter, the notice should state the URL of the blocked web site. An e-mail spam filter should state the e-mail address of the sender of the alleged spam.

However, in some contexts, an identification of the sender of material may result in the user having little information about the content of the filtered material. For example, on an anonymous message board, notice that posts from a particular moniker have been deleted may not inform other users about the content of the deleted posts. However, if a user receives notice contemporaneously with his or her attempt to access material, he or she is in a better position to infer the content of the filtered material. Seeing the notice of deletion placed within a thread topic, for instance, may allow the user to infer the content of the deleted post from the topic and the surrounding posts. Such contextual cues would not be available, however, if the user were to merely receive periodical updates of deleted posts listed by moniker.

Where notice is neither specific nor contemporaneous, the filtering should fail subsection (c)(2)(B) barring an especially strong showing under the other factors. An example of notice that is neither specific nor contemporaneous to filtering is an ICS’s terms of service. YouTube, for instance, has removed content from its hosting service for violation of its policy against “speech which attacks or demeans a group based on race or ethnic origin, religion, disability, gender, age, veteran status, and sexual orientation/gender identity.” This is insufficient under the notice factor to establish user control over a search result that fails to yield such content. Similarly, general statements in the licensing agreement for a filtering software program are insufficient to establish user control under the notice factor.

3. **Adjustability**

As Zango illustrates, a user generally has two methods of adjusting an ICS to make it conform to his or her preferences. First, a user can stop using the ICS. In focusing on the user’s ability to “uninstall [KIS] and buy blocking software from another company,” the court noted that “[r]ecourse to competition is consistent with the statute’s express policy of relying on the market for the development of interactive computer services.” Second, a user can adjust the settings of the ICS. As Judge Fisher noted, filtering
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software might fail to “accommodat[e]... the user’s preference, either not providing an override option or making it difficult to use.”

Either method can weigh towards user control, depending on how much it enables the user to effectuate his or her preferences for what material to filter and receive.

Several examples illustrate how ceasing to use an ICS may or may not enable a user to effectuate his or her preferences. A KIS user who preferred to use Zango’s software could have achieved this end by uninstalling KIS. In other cases, however, ceasing to use the ICS will not result in access to the blocked material. For instance, if an ISP has blocked material, unsubscribing from the ISP will not enable a user to access the material because he or she will be left without an Internet connection on his or her computer. To view the blocked material, the user would have to find an alternative ISP that does not block the same material, which may be difficult given concentration in the market for broadband services.

Similarly, if Facebook terminates a member’s account, his or her posts and profile are unavailable not only to Facebook users, but users of any other social networking site as well. Thus, the extent to which a user’s ability to stop using an ICS weighs towards user control depends on whether the user can acquire the blocked material from alternative sources.

Even if an ICS has an override feature which enables the user to view filtered material without having to rely on alternative sources, it may nonetheless not exhibit sufficient adjustability. Consider, for instance, a filter that allows users to select amongst broad categories of material such as “pornography,” “violence,” or “hate speech.” If material falling within one of the categories is blocked, the user can view it by adjusting the filter to stop blocking that category. However, turning off a category of filtering will expose the user to all other material falling within that category. Thus, an overbroad override feature may expose the user to more objectionable material than he or she wishes to receive and thus fail to effectuate the user’s preferences.

As with the notice factor, the assessment of whether an override feature weighs towards user control should depend on specificity. The more specifically a user can issue commands for the ICS to stop filtering material, the more heavily the ICS weighs towards user control under the adjustability factor.

4. Engagement

Engagement is the user’s level of activity in the filtering process. A user is active in the filtering process to the extent that the ICS’s filtering is the immediate result of the user’s inputs to the ICS’s interface. For example, a search engine weighs towards user control under the engagement factor because it filters out irrelevant results immediately upon the user’s input to the search engine’s interface (i.e. clicking of the “search” button). In contrast,
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standalone filtering software, such as KIS, generally involves a low level of user activity. The user periodically selects material to block or unblock, but the actual filtering occurs when the user gives inputs to the interface of a different ICS such as an Internet browser. In order for a user’s activity to weigh towards user control under the engagement factor, the activity must be directed at the ICS that is performing the filtering.

C. Overview: Tying Together the Factors

In determining whether an ICS exhibits sufficient user control to satisfy subsection (c)(2)(B), courts should apply the notice, adjustability, and engagement factors. Courts should not assess whether the ICS is more like filtering software or online service providers like America Online or Prodigy. An ICS does not have to weigh heavily toward user control under all of the factors. A search engine, for example, may fail to provide adequate notice of the vast amount of material that it filters out of search results. But a search engine still may satisfy subsection (c)(2)(B) under the adjustment and engagement factors because users have the ability to access omitted websites from alternative sources and because search results are the immediate result of a user’s inputs to the search engine’s interface. On the other hand, ISP filtering should fail subsection (c)(2)(B) because ceasing to use an ISP does not result in access to the filtered material and because generally an ISP does not have an interface into which a user enters inputs.

V. INTERPRETING SUBSECTION (C)(2)(A)

If a provider has not ceded a sufficient level of control to the user to satisfy subsection (c)(2)(B), the provider can alternatively attempt to satisfy subsection (c)(2)(A). In order for the prospect of immunity under subsection (c)(2)(B) to encourage providers to develop technologies that maximize user control, courts must construe “good faith” in a way that makes immunity under subsection (c)(2)(A) more than a mere formality. Otherwise providers would be indifferent between the two provisions and would not be encouraged to develop technologies that satisfy subsection (c)(2)(B). However, if courts were to make immunity under subsection (c)(2)(A) too difficult to obtain, they would be failing to “remove disincentives for the development and utilization of blocking and filtering technologies that empower parents to restrict their children’s access to objectionable or inappropriate online material.”

This Part proposes an interpretation of subsection (c)(2)(A) that balances these competing concerns.

A. Otherwise Objectionable

When assessing a provider’s subsection (c)(2)(A) defense, a court should assess whether the provider has a good faith subjective belief that the material
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at issue (i.e., the material that the plaintiff is seeking to hold the provider liable for blocking) is obscene, lewd, etc. Courts have generally construed the term “considers” as imposing a subjective standard. Thus, even if a reasonable person would not find the filtered material to be obscene, lewd, etc., the provider can nonetheless satisfy subsection (c)(2)(A) so long as it subjectively deems the filtered material to be obscene, lewd, etc. The provider’s subjective belief that material is obscene, lewd, etc. must be genuine, similar to how an obligor to a contract with a satisfaction clause cannot feign dissatisfaction in order to avoid performance. Furthermore, because of subsection (c)(2)(A)’s “good faith” requirement, the level of deference that courts accord to providers’ allegations as to considering material obscene, lewd, etc. should be lower than in the (c)(2)(B) context, where there is no good faith requirement.

However, the fact that a provider must subjectively consider material to be objectionable does not mean that the provider must review material on an individualized basis prior to filtering it. In many cases, a provider will filter without having any specific knowledge of the material it is filtering. For example, a provider might filter material by means of an algorithm that operates according to generally defined criteria. Or, alternatively, a provider’s adoption of a policy against certain categories of material may preemptively filter material falling within the categories by deterring users from attempting to disseminate such material. The filtering in these examples are instances of “action . . . taken . . . to restrict access” and would thus be prima facie eligible for § 230(c)(2) immunity. But the analysis of the obscene, lewd, etc. would be slightly different from a case where a provider filters material based on specifically reviewing it. Instead of focusing on the provider’s good faith belief with respect to the actual material that has been filtered, the inquiry would assess whether the provider has a good faith, subjective belief that the general category of material is obscene, lewd, etc. and whether the provider has made a good faith attempt to limit the filtering material falling within the category.

In determining whether a provider has a good faith belief that material (or a category of material) is obscene, lewd, etc., a court first has to identify the
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term that comes closest to describing the material at issue. Then, the court must determine, based on how close the applicable term comes to describing the material, whether it is plausible that the provider could consider the term to be descriptive of the material. The main challenge in this inquiry is the term “otherwise objectionable.”

In cases where the material at issue has not been easily classifiable as obscene, lewd, lascivious, filthy, excessively violent, or harassing, providers have asserted that “otherwise objectionable” is, to use Judge Fisher’s phrase, an “unbounded catchall phrase.”

While some courts have suggested that this broad reading of “otherwise objectionable” is appropriate, other courts have applied the canon of interpretation *ejusdem generis* to limit the scope of “otherwise objectionable” to material that is similar to the preceding terms.

The problem with the broad reading of “objectionable” is that the text of subsection (c)(2)(A) suggests that Congress intended for courts to construe the term more narrowly than the term’s literal definition. Had Congress intended subsection (c)(2)(A) to apply to material that is objectionable in a literal sense—in addition to material that is obscene, lewd, lascivious, filthy, excessively violent, or harassing—it could have simply used the term “objectionable” without all of the preceding terms. Stated that way, the statute would still apply to material that is obscene, lewd, lascivious, filthy, excessively violent, or harassing because any material possessing those qualities is also objectionable in a literal sense. Thus, consistently with the principle of *ejusdem generis*, courts should construe “objectionable” as having a similar meaning to “obscene,” “lewd,” “lascivious,” “filthy,” “excessively violent,” or “harassing.”

But in applying *ejusdem generis*, courts face the difficult task of determining how similar material must be to the preceding terms in order to qualify as “objectionable.” It will not suffice to say that “objectionable” must be the same as any or all of the preceding terms, because that would make “objectionable” superfluous. One might suppose, based on the terms “obscene, lewd, lascivious, filthy, [and] excessively violent,” that in order for material to be otherwise objectionable, it must implicate Congress’s policy of “empower[ing] parents to restrict their children’s access to objectionable or
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inappropriate online material.\textsuperscript{232} But the problem with this construal is the term “harassing,” which several courts have used in reference to material that is not any more unsuitable for children than it is to adults, such as spam e-mail.\textsuperscript{233} Indeed, the term “harass” also appears elsewhere in the 1996 Telecommunications Act—namely 47 U.S.C. § 223(a)—which contains separate provisions governing obscenity (§ 223(a)(1)(B)) and harassment (§§ 223(a)(1)(A), (C), (D), and (E)), with only the former being limited to material directed at children under 18.\textsuperscript{234} So, “objectionable” cannot be limited to material that is unsuitable for children.

Instead, courts should require that material be similar to the preceding terms in the respect that all of the preceding terms are characteristics that degrade the quality of the ICS for users. In other words, to qualify as “objectionable,” material must degrade the quality of the ICS for users. This is a broader construal of “objectionable” than courts have reached under the principle of 	extit{ejusdem generis}.\textsuperscript{235} For instance, eBay could have established that counterfeit coins had the tendency to degrade the quality of an eBay user’s online shopping.\textsuperscript{236} However, this interpretation is not broad enough to cover cases of anticompetitive blocking that concerned Judge Fisher.\textsuperscript{237} From the provider’s standpoint, excluding materials that it finds “otherwise objectionable” is consistent with the fact that subsection (c) is entitled “[p]rotection for ‘good samaritan’ blocking and screening of offensive material."\textsuperscript{238} The term “good Samaritan”\textsuperscript{239} indicates that Congress intended for subsection (c)(2)(A) to protect providers who block material for the benefit of their users, not for their own personal or financial benefit.

Of course, anticompetitive blocking is not the only potential policy drawback of immunity for filtering. Construing “objectionable” as including any material that degrades the quality of a provider’s ICS for users encourages providers to filter significantly more material than a more narrow construal would. This is especially so if providers can claim immunity for filtering performed on a generalized basis, such as where a provider preemptively excludes certain generally-defined categories of material. Some critics would object to such widespread filtering on the ground that it would greatly reduce the diversity of material to which Internet users are exposed.

However, there are several indications that in enacting § 230(c)(2),
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Congress was willing to tolerate this reduction in diversity for the sake of improving users’ ability to avoid unwanted material. First, § 230(b)(3) provides that “user control” should be over “what information is received.”\(^{240}\) Congress’s focus on the control exercised by recipients on speech, as opposed to speakers, indicates its agreement with the proposition that an audience’s interest in avoiding speech trumps the speaker’s interest in disseminating it. Second, Rep. Cox stated during the introduction of OFEA, that “[w]e can go much further . . . than blocking obscenity or indecency, whatever that means in its loose interpretations. We can keep away from our children things not only prohibited by law, but prohibited by parents.”\(^{241}\) This indicates that Congress contemplated a wide variety of contexts in which users would rely on filtering software to avoid unwanted material. Deferring to users’ preferences as to what constitutes objectionable material is also consistent with the user control doctrine the Supreme Court relied on in Sable and Pacifica, which is based on the principle that each “householder is the exclusive and final judge of what will cross his threshold.”\(^{242}\)

Others might argue that denying immunity in cases where only the provider deems material objectionable conflicts with the premise that a provider’s subjective belief that filtered material is objectionable should satisfy subsection (c)(2)(A). However, there is no inconsistency in holding, on the one hand, that subsection (c)(2)(A) can be satisfied by the provider’s subjective belief and, on the other hand, that the content of the provider’s subjective belief must pertain to users’ experiences with the ICS. A similar objection is that cases where material degrades the quality of the ICS for users are covered in the phrase “user considers”\(^{243}\) and that by requiring that the “provider or user considers” material be objectionable, subsection (c)(2)(A) makes establishing that the “user considers” material is objectionable a disjunctive requirement. By making “user considers” a disjunctive requirement, the argument goes, Congress expressly indicated that courts should not treat it as a necessary requirement. Finally, the argument continues, requiring that the material degrades the quality of the ICS for users—even in cases where the provider seeks to rely on “provider . . . considers” rather than “user considers” and treats “user considers” as a necessary requirement—runs contrary to the express indication in the text that it should only be a disjunctive requirement.

The problem with this argument is that “provider or user considers” is not a disjunctive requirement. That is, a provider cannot satisfy subsection (c)(2)(A) by relying on the “user considers” language. Subsection (c)(2)(A) refers to “the provider or user” with “the” indicating that “user” refers to a specific user—namely, the user who has filtered material. Thus, the “user considers” language is only relevant in cases where the defendant is a user that has filtered material. In cases where the defendant is a provider, the “user

\(^{240}\) 47 U.S.C. § 230(b)(3).


considers” language is obsolete. Therefore, it is not the case that subsection (c)(2)(A) expressly indicates that “user considers” is a disjunctive requirement. In the absence of such an express indication, incorporating a “quality of the ICS for users” component into the requirement that the provider consider material to be objectionable does not contravene the language of the statute.

B. Inadvertent Blocking

In addition to filtering of material that the provider considers in good faith to be obscene, lewd, etc., subsection (c)(2)(A) should also apply in cases where the provider inadvertently blocks material even if the provider does not consider such material to be obscene, lewd, etc. For example, a filtering algorithm may yield false positives by filtering material that does not fall within the general categories the algorithm was programmed to filter. In such a scenario, the provider should satisfy subsection (c)(2)(A) so long as the blocking of the material at issue was an inadvertent mistake resulting from the provider’s good faith attempt to block material that the provider considered to be obscene, lewd, etc. While no defendant has attempted to argue that subsection (c)(2)(A) should cover inadvertent blocking, providing immunity for such blocking is consistent with the language of subsection (c)(2)(A).

The language that supports subsection (c)(2)(A) applying to inadvertent blocking is “action . . . taken . . . to restrict access . . . .” The phrase “taken . . . to” indicates that the action subsection (c)(2)(A) immunizes is the provider’s attempt to block material, not the completed act of blocking material. Thus, the material that the provider must consider obscene, lewd, etc. is the material it has attempted—or taken action—to block, as opposed to the material it may inadvertently block as a result. In a scenario where a provider’s good faith attempt to block material that it considers to be obscene, lewd, etc. results in the blocking of material that the provider does not consider to be obscene, lewd, etc., then the provider should satisfy subsection (c)(2)(A). Liability for the blocking of material that resulted from the provider’s attempt would be tantamount to liability on account of action taken to restrict access and, thus, contrary to the text of subsection (c)(2)(A).

Providing immunity for inadvertent blocking of non-objectionable material “remove[s] disincentives for the development and utilization of blocking and filtering technologies.” If the provider could not establish immunity from liability for a mistaken attempt to block material that it considered objectionable, then it might refrain from making any attempts to block such material. The need for immunity in cases of good faith mistakes is especially apparent in light of the fact that many filtering technologies that providers utilize involve automated assessments of large volumes of material. Utilization of such filtering technology is bound to result in the
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inadvertent blocking of non-objectable material. Subsection (c)(2)(A) should thus be construed to give the provider a margin for error.

Determining whether material was blocked as the result of an attempt to block other material poses evidentiary difficulties. Presumably, it will frequently be the case that the provider engages in efforts to block material it believes in good faith to be obscene, lewd, etc. It will be difficult to determine whether the filtering of the material at issue arose out of such efforts or whether the provider intentionally targeted the material at issue despite lacking a good faith belief that it was obscene, lewd, etc. As a technological matter, it is unclear whether a computer forensics expert could distinguish between these two types of cases by inspecting the way a provider has programmed its filter. Similarly unclear is whether the expenses necessary for such an inspection would substantially raise the litigation costs involved in establishing immunity. Thus, like the issue of whether the provider considers the material it has blocked to be obscene, lewd, etc., the issue of whether material has been blocked by mistake will depend on circumstantial evidence pertaining to good faith.

C. Good Faith

Whether a provider seeks to establish that it considered the material it has filtered to be obscene, lewd, etc. or that it blocked material by mistake, subsection (c)(2)(A) requires good faith. Assuming that direct evidence is not available, courts will have to rely on circumstantial evidence. In analyzing the good faith requirement, courts have discussed indicia including:

1. whether the provider has filtered material by one sender while not filtering similar material from other senders;
2. whether the provider’s filtering techniques conformed to an industry standard;
3. whether the provider was seeking to derive a payment in order to unblock material;
4. whether the provider has put forth a credible explanation of why it blocked the material at issue;
5. whether the provider has complied with users’ requests to stop blocking particular non-objectable material.

Thus, there are a variety of...
factual issues a provider may have to litigate under the good faith requirement.

Requiring the provider to litigate a variety of factual issues in order to establish good faith is at odds with § 230’s policy of “remov[ing] disincentives for the development and utilization of blocking and filtering technologies.” Litigating a broad range of circumstantial evidence is costly, even in cases where the evidence does not lead to a finding of bad faith. Because a good faith defense can be costly to litigate even if it is meritorious, the prospect of having to litigate such a defense has a deterrent effect on all filtering, not just filtering that is inconsistent with users’ preferences. Furthermore, if courts construe “good faith” as an open-ended phrase that encompasses many different factors, providers will be uncertain about what filtering procedures they must adopt in order to avail themselves of subsection (c)(2)(A) immunity. However, it is difficult to see how courts could apply the “good faith” requirement without reviewing circumstantial evidence of good faith. To disregard such evidence would effectively read “good faith” out of the statute.

To reconcile the tension between the “good faith” requirement and the policy to remove disincentives for filtering, courts should articulate what evidence is and is not relevant under the good faith inquiry. Specifically, courts should assess two factors: (1) communications amongst the provider and the users who the provider filters material from and (2) the extent to which market forces constrain the provider’s filtering decisions. While these factors are broad enough to be costly to litigate in some cases, they are narrow enough to exclude evidence that courts have alluded to, such as the provider’s response to a sender’s request to unblock material and whether the provider’s filtering practices comply with an industry standard.

1. Provider-User Communications

Communications between the provider and its users can support the provider’s claim that it considered the material it has filtered to be objectionable. This is true of communications from the provider to its users as well as communications from users to the provider. For instance, the fact that the provider has communicated a general filtering policy to users serves as evidence that the provider believes that its users are amenable to the filtering of material encompassed within the policy. Thus, although general, ex ante notice of this sort would not enable the provider to satisfy subsection (c)(2)(B), it can help demonstrate that the provider believed in good faith that certain material would degrade the quality of its ICS for users.

Of course, communications from the provider to users should only support a finding of good faith if the filtering at issue is consistent with the provider’s communications. For example, a provider’s representation that its filtering software is directed at Nazi propaganda would demonstrate that the provider believed its users are amenable to filtering of Nazi propaganda but provide a remedy for such blocking. Indeed, imposing such a duty would be inconsistent with the intent of Congress to ‘remove disincentives for the development and utilization of blocking and filtering technologies.’” (citing 47 U.S.C. § 230(b)(4) (2006)).
would not demonstrate that users of the provider’s software are also amenable to the filtering of pop-up advertisements. Similarly, if a provider fails to communicate a filtering policy to its users, such as where a search engine acts contrary to the FTC’s directive for search engines to ensure that “the use of paid inclusion is clearly and conspicuously explained and disclosed,” a court may infer that the provider believed its users are not amenable to such filtering, which should weigh against a finding of good faith.

Communications from users to the provider should also be relevant. Requests to remove material support a finding that the provider had a good faith belief that the requested material degraded the quality of the ICS for users and was thus objectionable. In assessing communications from a user to the provider, courts must be careful to distinguish between senders and recipients of material. While requests from recipients for the provider to block material are relevant under the good faith inquiry, requests from senders to unblock material generally should not be relevant. Although senders in many cases are users of an ICS’s service, § 230(c)(2) is intended to protect receivers from viewing unwanted material. This is evident from the fact that § 230(b)(3) provides that “user control” should be control “over what information is received,” not over what material is disseminated. Thus, contrary to Smith, the good faith requirement does not impose a duty on providers to respond to a sender’s request to unblock e-mails, either by complying with the sender’s request or by explaining the basis for its refusal. The fact that a sender does not believe that his or her e-mails are objectionable has little bearing on whether recipients of the e-mails would find them objectionable.

However, in cases where the provider is alleging that material was blocked inadvertently, communications from the sender to the provider may be relevant. If a provider receives notice from a sender that it has blocked non-spam e-mail and continues to block it anyway, then it is difficult to characterize the provider’s continued blocking as inadvertent. In this scenario, there are several arguments that a provider can make to preserve an inadvertent blocking argument under subsection (c)(2)(A). First, the provider can argue that it was unable to verify the accuracy of the sender’s assertion that the blocked material was not objectionable. Maintaining a protocol for receiving and verifying requests to unblock can be costly, so in many cases it is plausible that notice from a sender will be an insufficient basis on which to impute knowledge of the mistake to the provider. Second, even if the provider has verified the accuracy of the sender’s request to unblock, the provider may lack the technical ability to comply with the sender’s request. For instance, if a
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provider uses an algorithm to filter material, then it may be difficult for the provider to adjust the algorithm so as to unblock the sender’s non-objectionable material while not also unblocking a lot of objectionable material in the process. In such cases, the provider’s continued blocking of the sender’s material would be the result of “action . . . taken . . . to” block objectionable material, within the meaning of subsection (c)(2)(A).

2. Market Forces

Even in the absence of any evidence of provider-user communications, it is still plausible to infer that the provider has filtered consistently with users’ preferences. This is because providers depend on users for revenue, and users will cease to use a provider’s service if it filters against their preferences. As such, the fact that a provider utilizes a certain filtering practice suggests that its users are amenable to that practice and hence that the provider should satisfy the good faith requirement. For example, the allegation that a provider has utilized faulty filtering technology should not negate the good faith requirement because the provider’s widespread use of the particular technology suggests that users are amenable to its faults. It is plausible that users would be amenable to a faulty filtering technology because the alternative—a more sophisticated filtering technology—may require costs that the provider would pass along to the user, either through subscription fees or by displaying more advertisements.

However, in relying on market forces as an indicator of good faith, courts should be sensitive to characteristics that limit a provider’s susceptibility to such forces. For instance, if a provider filters in a way that is difficult to detect, then it is unlikely that users will respond by ceasing to use the provider’s service. In addition to failing to notify users that filtering is taking place, providers can also make filtering difficult to detect by only filtering a small class of material. As Jonathan Ezor notes in the context of spam filters, “where a single, legitimate sender’s messages (or even Web site) are blocked, unless a large number of users expect to receive the messages, the impact an incorrect block listing has on the community as a whole will be minimal, thereby making any resulting market forces negligible.” In this respect, E360Insight’s allegation that Comcast “single[d] out” its e-mails as spam while “allow[ing] numerous other companies to send bulk emails in greater volume and with greater frequency” supported its position that Comcast did not satisfy the good faith requirement.

Additional characteristics that should limit a court’s reliance on market forces include market concentration and switching costs. These characteristics are exemplified by broadband ISPs. In promulgating the network neutrality rules, the FCC stated that a broadband provider’s “incentive to favor affiliated
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content” and “block . . . traffic . . . will . . . be greater if end users are less able to respond by switching to rival broadband providers,” and that this was indeed the case because “most residential end users today have only one or two choices for wireline broadband Internet access service.”

In further concluding that “customers may incur significant costs in switching broadband providers,” the FCC cited factors including:

- early termination fees;
- the inconvenience of ordering, installation, and set-up, and associated deposits or fees;
- possible difficulty returning the earlier broadband provider’s equipment and the cost of replacing incompatible customer-owned equipment;
- the risk of temporarily losing service;
- the risk of problems learning how to use the new service; and
- the possible loss of a provider-specific e-mail address or Web site.

Thus, assuming that an ISP can satisfy subsection (c)(2)(A), it should not be on the basis that it is susceptible to market forces. Conversely, John Blevins argues that “[c]onsumers who are unhappy with their search engine or social networking site can generally switch products simply with a few keystrokes.”

Assessing such factors as part of a market forces analysis is the best way to harmonize Congress’s policies of “preserving a competitive free market . . . for the Internet,” “maximizing user control,” and “removing disincentives for the development and utilization of blocking and filtering technologies . . .”

VI. CONCLUSION

Section 230 is broad enough to immunize a broad range of intermediaries from liability. While such immunity furthers Congressional objectives of incentivizing the development and utilization of filtering technologies, it can also contravene Congress’s objective of maximizing user control. The text of § 230(c)(2) demonstrates how Congress intended for courts to reconcile these competing objectives. The fact that the “good faith” requirement only applies in cases where the provider has restricted access, as opposed to giving users the technical means to do so, indicates that Congress intended the contrast between subsections (c)(2)(A) and (c)(2)(B) to be a trade-off between power and responsibility. When the provider cedes power to users (i.e., by employing filtering technology that maximizes user control), the filtering should be governed under subsection (c)(2)(B), in which event the absence of a “good faith” requirement means the provider should commensurately bear less responsibility to ensure that the filtered material is objectionable. However, when the provider’s filtering technology does not exhibit user control, subsection (c)(2)(A) requires that the provider has acted with a good faith belief that its filtering accommodated users’ preferences.
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