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I. INTRODUCTION 

“[W]herever the people are well informed they can be trusted with their 

own government.”1  But how can the people be well informed in a world where 

misinformation is intentionally circulated?  With one of the defining features of 

the 2016 election being the rise of “fake news,”2 Thomas Jefferson’s words are 

especially relevant. 

Virtually non-existent before the 2016 election, the term ‘fake news’ 

quickly became part of the national lexicon.3  And while definitions of fake news 

differ, for purposes of this Note the term fake news refers to false assertions that 

are republished “in the guise of a genuine news story.”4  Fake news stories were 

spreading like wildfire during the 2016 election.5  This sometimes deliberate but 

always intense proliferation of misinformation developed on the Internet, and 

was expedited by social media platforms such as Facebook and Twitter.6  These 

sites accelerated the spread of half-truths, deceptive narratives, and patently false 

allegations, i.e. fake news.7 

When confronted with a fake news story, it can be hard to distinguish 

between fake news that is just barely fake, or news that is fake for an arguably 

legitimate reason such as satire.8  “In its purest form, fake news is completely 

made up, [and] manipulated to resemble credible journalism and attract 

maximum attention . . . .”9  Sometimes, the purpose of a fake news story is 

arguably legitimate: to generate revenue via advertisement.10  For example, “a 

man running a string of fake news sites from Los Angeles told National Public 

Radio that he made as much as $30,000 a month from advertising that rewards 

 

 1. Letter from Thomas Jefferson to Richard Price, FOUNDERS ONLINE, http://founders.archives.gov/ 

documents/Jefferson/01-14-02-0196 (last visited Feb. 17, 2018). 

 2. Anthony J. Gaughan, Illiberal Democracy: The Toxic Mix of Fake News, Hyperpolarization, and 

Partisan Election Administration, 12 DUKE J. CONST. L. & PUB. POL’Y 57, 59 (2017). 

 3. Alison Flood, Fake News Is ‘Very Real’ Word of the Year For 2017, THE GUARDIAN (Nov. 1, 2017 

8:01 PM), https://www.theguardian.com/books/2017/nov/02/fake-news-is-very-real-word-of-the-year-for-

2017. 

 4. Gaughan, supra note 2, at 66. 

 5. Id. 

 6. Id. 

 7. Id. 

 8. Elle Hunt, What Is Fake News? How to Spot It and What You Can Do to Stop It, THE GUARDIAN (last 

modified Dec. 17, 2016, 5:00 PM), https://www.theguardian.com/media/2016/dec/18/what-is-fake-news-

pizzagate. 

 9. Id. 

 10. Id. 
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high traffic.”11  In another case, teenagers in a town in Macedonia operated over 

100 pro-Trump “fake news websites”12 and claimed to have made up to $2,500 

a day from advertising on just one website.13  Humor and satire sites such as The 

Onion (arguably a “legitimate” fake news publication) have been generating 

advertisement revenue by publishing outlandish stories for years.14 

But, what separates the two is that quality of “truthiness” that fake news 

embodies.15  In fact, the most successful fake news stories, as with humor, are 

deliberately pitched to seem just ridiculous enough to be true.16  Examples of 

typical fake news stories include: “Transgender tampon now on the market,” 

“Pope Francis at White House: ‘Koran and Holy Bible are the same,’” and “U2’s 

Bono rescued during terror attack, issues sick message to victims.”17  Fake news 

is often hosted on websites that follow the design conventions of online news 

media, with bland titles such as “Civic Tribune” and “Life Event Web.”18  These 

are meant to offer a “semblance of legitimacy” as the stories are expected to 

travel online via social media.19 

It is this believable veneer coupled with the ability to instantly share 

anything on social media that makes fake news a serious problem for our 

democratic society and the economy.20  And what makes this problem difficult 

to address is that fake news can affect elections, companies, and individuals.21  

For that reason, this Note will focus on the latter: individuals.  In doing so, this 

Note argues that the Federal Communications Commission (FCC) could 

facilitate the identification and removal of fake news online through a proposed 

regulatory framework and that these regulations would dissuade intentionally or 

knowingly proliferating fake news stories online without violating the First 

Amendment.  Part II first provides a history of early federal legislation in the 

area of fake news, the common law of defamation, and relevant past FCC 

regulations.  Part II then looks at current efforts to address fake news by 

Congress, the international community, and the private sector. 

Part III begins by touching on the FCC’s current statutory authority in 

regulating broadband Internet service providers (ISPs) and how the FCC could 

draw on this power to regulate fake news.  Drawing on this authority, Part III 

then suggests expanding libel law to embrace a regulatory framework using the 

Digital Millennium Copyright Act’s (DMCA) notice-and-takedown procedure 

as an archetype, while simultaneously incorporating historical and modern 

lessons from Part II.  Next, Part III contemplates whether the FCC could create 

 

 11. Id. 

 12. Id. 

 13. The Fake News Machine: Inside a Town Gearing Up for 2020, CNN MONEY, http://money.cnn.com/ 

interactive/media/the-macedonia-story (last visited Feb. 18, 2019). 

 14. Id. 

 15. Id. 

 16. Id. 

 17. Id. 

 18. Id. 

 19. Id. 

 20. Micah Zenko, The Problem Isn’t Fake News from Russia. It Is Us., FOREIGN POL’Y (Oct. 3, 2018, 

3:22 PM), https://foreignpolicy.com/2018/10/03/the-problem-isnt-fake-news-from-russia-its-us/. 

 21. Id. 
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such a procedure from its current mandate.  Finally, Part III considers the 

regulation’s First Amendment implications.  Part IV recommends that Congress 

pass a comprehensive bill affirmatively granting the FCC a new mandate in 

facilitating the identification, exclusion, and deterrence of fake news online, 

modeled after the DMCA’s notice-and-takedown procedure. 

II. BACKGROUND 

In the 2016 election, fake news spread at an alarmingly fast rate, sometimes 

in as little as two days.22  This is partly due to the sharing of fake news stories 

on social media, which has facilitated the spread of fake news like never 

before.23  The reach of fake news is even more staggering as it is estimated that 

millions of Internet users viewed fake news stories during the 2016 election.24  

To further complicate the matter, “[t]he public has proven to be remarkably 

gullible when it comes to fake news circulated on the Internet.”25  A recent study 

found that “Americans over age 60 were much more likely to visit a fake news 

site than younger people.”26  At the same time, another study found that young 

people, who tend to be more technologically sophisticated than older Americans, 

are “easily duped” by fake news stories.27  Since the quality of self-government 

depends on voters making informed choices, the public’s inability to distinguish 

truth from fact is particularly troubling for a democracy.28  Along with societal 

implications, fake news can cause economic harm.29 

Six weeks before Election Day, a Republican legislative aide in Maryland 

created a fake Internet newspaper in order to circulate a completely fabricated 

story that Ohio Democrats had been caught in a criminal conspiracy to commit 

election fraud.30  More than six million people shared the story on the Internet.31  

Because the fake news story had been so widely publicized, the Ohio election 

authorities were forced to launch an investigation into the allegations.32  

Eventually the authorities debunked the story, but the damage had already been 

done.33  Taxpayer dollars were needlessly spent and the creator of the fake news 

 

 22. Gaughan, supra note 2, at 67; Sapna Maheshwari, How Fake News Goes Viral: A Case Study, N.Y. 

TIMES (Nov. 20, 2016), https://www.nytimes.com/2016/11/20/business/media/how-fake-news-spreads.html 

(examining a fake news story and how quickly it spread). 

 23. Gaughan, supra note 2, at 67. 

 24. Id.; Ahiza Garcia & Justin Lear, 5 Stunning Fake News Stories That Reached Millions, CNN (Nov. 2, 

2016), http://money.cnn.com/2016/11/02/media/fake-news-stories. 

 25. Gaughan, supra note 2, at 68. 

 26. Benedict Carey, ‘Fake News’: Wide Reach but Little Impact, Study Suggests, N.Y TIMES (Jan. 2, 

2018), https://www.nytimes.com/2018/01/02/health/fake-news-conservative-liberal.html. 

 27. Gaughan, supra note 2, at 68; Patricia Reaney, Teens More Resilient, Tech Savvy Than Older 

Millennials: Study, REUTERS (June 19, 2013), http://www.reuters.com/article/us-millennials-poll-

idUSBRE95I1J420130619; Brooke Donald, Stanford Researchers Find Students Have Trouble Judging the 

Credibility of Information Online, STAN. NEWS CTR. (Nov. 22, 2016), https://ed.stanford.edu/news/stanford-

researchers-find-students-have-trouble-judging-credibility-information-online. 

 28. Donald, supra note 27. 

 29. Gaughan, supra note 2, at 69. 

 30. Id. at 69–70. 

 31. Id. at 70. 

 32. Id. 

 33. Id. 
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story earned about $22,000 in online advertising revenue.34  Seeing as fake news 

has significant societal and economic consequences,35 something must be done 

to dissuade its creation and propagation. 

In order to determine how to combat fake news and promote factually 

correct information, it is important to first examine past legislation and 

regulations that have addressed similar subject matter.  As such, this Section 

identifies historically relevant federal laws, Supreme Court cases, and federal 

regulations, while addressing whether they could be extended to apply to fake 

news as we understand it today.  It also looks at current efforts to combat the 

rise of fake news by Congress, social media companies, and other nations. 

A. Historical Paradigms of Fact Regulation 

The ease with which fake news spreads and its ability to reach millions of 

Internet users in a matter of days is a problem for America’s society and its 

economy.36  “Vice President Al Gore once celebrated the Internet as the 

‘information superhighway,’ but instead of becoming a powerful instrument for 

the distribution of facts, the Internet has confused and misled Americans as 

much as it has informed them.”37  As Apple CEO Tim Cook recently said, “[t]he 

bigger issue is that some of these tools are used to divide people, to manipulate 

people, to get fake news to people in broad numbers so as to influence their 

thinking.”38  For this reason, in looking for a solution, it is important to begin 

with history. 

1. The Alien and Sedition Acts: 18th Century Fake News Legislation 

While many people may think of fake news as a 21st century trend, in fact, 

it has been around since this America’s founding in the 18th century.39  Early 

U.S. newspapers spread news “with little regard for accuracy.”40  Benjamin 

Franklin, editor of the Pennsylvania Gazette, even suggested “that printers 

should simply print whatever came in over the transom in hopes that ‘when 

Truth and Error have fair Play, the former is always an overmatch for the 

latter.’”41  It was this specter of fake news that fueled passage of the Sedition 

 

 34. Gaughan, supra note 2, at 70; Ovetta Wiggins, Aide to Md. Lawmaker Fabricated Article on 

Fraudulent Votes for Clinton, WASH. POST: MD. POLITICS (Jan. 18, 2017), https://www.washingtonpost.com/ 

local/md-politics/aide-to-md-lawmaker-fabricated-article-on-hillary-clinton-rigging-the-election/2017/01/18/ 

5219bd0c-ddd7-11e6-acdf-14da832ae861_story.html. 

 35. Wiggins, supra note 34. 

 36. See Gaughan, supra note 2, at 74 (noting the serious political implications for the U.S., of the spread 

of fake news, misinformation, and false allegations over the internet). 

 37. Id. 

 38. Erik Ortiz, Apple’s Tim Cook Says Dividing People a Greater Issue Than Russian Facebook Ads, 

NBC NEWS (Nov. 1, 2017), https://www.nbcnews.com/tech/apple/apple-s-tim-cook-says-dividing-people-

greater-issue-russian-n816536. 

 39. Jordan E. Taylor, Why Trump’s Assault on NBC and “Fake News” Threatens Freedom of the Press— 

and His Political Future, WASH. POST: MADE BY HIST. (Oct. 12, 2016), https://www.washingtonpost.com/ 

news/made-by-history/wp/2017/10/12/why-trumps-assault-on-nbc-and-fake-news-threatens-freedom-of-the-

press-and-his-political-future/?utm_term=.900721a94151. 

 40. Id. 

 41. Id. 
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Act in 1798,42 less than ten years after Congress had passed, and the states had 

ratified, the First Amendment, which states in part that “Congress shall make no 

law . . . abridging the freedom of . . . the press.”43 

Seemingly violating this “freedom of the press” clause of the First 

Amendment,44 the United States Congress passed the Sedition Act, which “made 

it a crime to publish or utter ‘any false, scandalous[,] and malicious writing or 

writings against the government of the United States, . . . with intent to 

defame . . . or to bring [it] . . . into contempt or disrepute.’”45  Against the 

backdrop of the “Quasi-War” with France, “arch-Republican printer Benjamin 

Franklin Bache published a letter from the French Foreign Minister Charles-

Maurice de Talleyrand that tried to smooth over some of the diplomatic 

challenges facing the two nations.”46  Federalist commentators saw the letter as 

“lies from a foreign adversary” and in response, pounced on Bache for printing 

it.47  “On the floor of the House of Representatives, Federalist George Thatcher 

[even] denounced Bache as a foreign agent acting under the ‘order of the 

[French] Executive Directory.’”48 

The Federalists, led by President John Adams, thus “used Talleyrand’s 

missive to push the so-called Alien and Sedition Acts, which limited the freedom 

of the press and the movement of foreign nationals,” basing its passage on the 

premise that “the First Amendment never intended to protect false news.”49  

Whatever the basis, the Sedition Act became a vehicle for the Federalist 

government to stifle Republican dissent50 and essentially prohibited public 

opposition to the government.51  “After Adams signed the Sedition Act into law, 

his government quickly prosecuted printers and others for critical statements and 

reprinting news with which they disagreed.”52   

The Sedition Act ultimately led to the electorate revolting against the 

Federalists and their perceived attempt to limit press freedom.53  This 

contributed to President Adams’ failed reelection bid and the national decline of 

the Federalist party.54  Moreover, “in a final, ironic twist, Federalist writers and 

printers quickly found themselves victims of their own legislation after Thomas 

 

 42. Id. 

 43. U.S. CONST. amend. I; Freedom of Religion, Speech, Press, Assembly, and Petition, NAT’L CONST. 

CTR., https://constitutioncenter.org/interactive-constitution/amendments/amendment-i (last visited Feb. 18, 

2019). 

 44. David Jenkins, The Sedition Act of 1798 and the Incorporation of Seditious Libel into First 

Amendment Jurisprudence, 45 AM. J. LEGAL HIST. 154, 154 (2001). 

 45. Gregg Costa, John Marshall, the Sedition Act, and Free Speech in the Early Republic, 77 TEX. L. REV. 

1011, 1025 (1999). 

 46. Taylor, supra note 39. 

 47. Id. 

 48. Id. 

 49. Id. 

 50. Costa, supra note 45, at 1025–26. 

 51. The Alien and Sedition Acts, USHISTORY.ORG, http://www.ushistory.org/us/19e.asp (last visited 

Dec. 6, 2017) [hereinafter Alien and Sedition Acts]. 

 52. Taylor, supra note 39. 

 53. Id. 

 54. Id. 
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Jefferson won the presidency and began prosecuting his adversaries at an even 

higher rate than the Adams administration had done.”55 

In the end, the Sedition Act expired by its own terms on March 3, 1801.56 

“[It] clearly violated individual protections under the first amendment of the 

Constitution; however, the practice of ‘judicial review’ whereby the Supreme 

Court considers the constitutionality of laws was not yet well developed.”57  

Thus, because prosecution for lies about the government are outlawed in the 

United States and since that kind of speech is clearly protected by the First 

Amendment, the Sedition Act teaches us that any attempt at fake news 

legislation must pass muster under the First Amendment.58 

2. Defamation: A Common Law Doctrine Effective Against Fake News 

At common law, defamation, which is defined as “harm to the reputation 

or good name of another by the making of a false statement to a third person,”59 

has been recognized since the sixteenth century.60  “Defamation law developed 

not only as a means of allowing an individual to vindicate his good name, but 

also for the purpose of obtaining redress for harm caused by such statements.”61  

Originally, defamatory statements were presumed to be false and the truth served 

as a complete defense to a defamation suit.62  Therefore, “to state a cause of 

action for defamation, one needed to allege only the unprivileged publication of 

a false and defamatory statement that damaged the plaintiff.”63  Even an opinion 

could be subject to a defamation suit as there were generally no restrictions on 

that type of actionable statement.64 

Later, the common law addressed this issue by “incorporating the privilege 

of ‘fair comment’ as an affirmative defense to a defamation action.65  The fair 

comment defense provided a speaker with legal immunity for ‘the honest 

expression of opinion on matters of legitimate public interest when based upon 

a true or privileged statement of fact.’”66  One could invoke fair comment only 

if his or her statement was a matter of public concern, based upon true or 

privileged facts, represented the speaker’s actual opinion, and was not made for 

 

 55. Id. 

 56. The Alien and Sedition Acts: Defining American Freedom, CONST. RIGHTS FOUND., http://www.crf-

usa.org/america-responds-to-terrorism/the-alien-and-sedition-acts.html (last visited Mar. 26, 2019). 

 57. Alien and Sedition Acts, supra note 51. 

 58. Flemming Rose, History Proves How Dangerous It Is to Have the Government Regulate Fake News, 

WASH. POST: WORLDPOST (Oct. 3, 2017), https://www.washingtonpost.com/news/theworldpost/wp/2017/10/ 

03/history-proves-how-dangerous-it-is-to-have-the-government-regulate-fake-news/?utm_term=. 

30188e155734. 

 59. Defamation, BLACK’S LAW DICTIONARY (10th ed. 2014). 

 60. William A. Williams, A Necessary Compromise: Protecting Electoral Integrity Through the 

Regulation of False Campaign Speech, 52 S.D. L. REV. 321, 330 (2007) (citing Milkovich v. Lorain Journal Co., 

497 U.S. 1, 11 (1990)). 

 61. Milkovich v. Lorain Journal Co., 497 U.S. 1, 12 (1990). 

 62. Williams, supra note 60, at 330 (citing Philadelphia Newspapers, Inc. v. Hepps, 475 U.S. 767, 777 

(1986); Milkovich, 497 U.S. at 13). 

 63. Williams, supra note 60, at 330. 

 64. Id. 

 65. Milkovich, 497 U.S. at 13. 

 66. Id. 



218 JOURNAL OF LAW, TECHNOLOGY & POLICY [Vol. 2019 

the sole purpose of causing harm.67  “Thus under the common law, the privilege 

of ‘fair comment’ was the device employed to strike the appropriate balance 

between the need for vigorous public discourse and the need to redress injury to 

citizens wrought by invidious or irresponsible speech.”68 

Traditionally a matter of state statutory and common law, defamation 

jurisprudence expanded to the federal level with the landmark case of New York 
Times Co. v. Sullivan in 1964.69  There, the Supreme Court held that “the First 

Amendment’s guarantee of free speech applied with equal force—via the 

Fourteenth Amendment—to laws enacted by either the federal government or 

by states,” essentially federalizing the common law of defamation, “at least with 

respect to the defamation of public officials.”70  Furthermore, the Court held that 

the “[a]llowance of the defense of truth, with the burden of proving it on the 

defendant . . . [was] inconsistent with the First and Fourteenth Amendments.”71  

According to the Court, the First Amendment instead guarantees  

a federal rule that prohibits a public official from recovering damages 
for a defamatory falsehood relating to his official conduct unless he 
proves that the statement was made with ‘actual malice’—that is, with 
knowledge that it was false or with reckless disregard of whether it 
was false or not.72 

And with that, the Supreme Court constructed “a rule for public official 

defamation cases that today remains basically identical to the rule articulated 

more than forty years ago.”73  

Subsequent cases expanded the New York Times standard, making New 
York Times and its progeny an extremely narrowly-tailored test that is highly 

protective of speech.74  The final significant development of the New York Times 

standard came in the 1990 case of Milkovich v. Lorain Journal Co., which made 

an important distinction between fact and opinion.75  Before, the lower courts 

“were divided over the question of whether or not a statement of opinion, as 

opposed to a statement of fact, was constitutionally immunized from a 

defamation action.”76  This division stemmed from dictum in Gertz v. Robert 
Welch Inc.: 

Under the First Amendment there is no such thing as a false idea. 
However pernicious an opinion may seem, we depend for its 
correction not on the conscience of judges and juries but on the 
competition of other ideas. But there is no constitutional value in false 
statements of fact.77 

 

 67. Id. 

 68. Id. at 14. 

 69. Williams, supra note 60, at 331. 

 70. Id. 

 71. N.Y. Times Co. v. Sullivan, 376 U.S. 254, 279 (1964). 

 72. Id. at 279–80. 

 73. See Williams, supra note 60, at 333–36 (tracking the evolution of the New York Times standard). 

 74. Id. 

 75. Id. at 336. 

 76. Id. 

 77. Gertz v. Robert Welch, Inc., 418 U.S. 323, 339–40 (1974). 
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In resolving this split, the Milkovich Court stated that the proper inquiry in a 

defamation suit was whether a statement was “sufficiently factual to be 

susceptible of being proved true or false” with reference to “a core of objective 

evidence.”78  “This test was based primarily on [Philadelphia Newspapers, Inc. 
v. Hepps], which the Milkovich Court read to stand for the proposition that ‘a 

statement on matters of public concern must be provable as false before there 

can be liability under state defamation law.’”79 

Accordingly, the question was not “whether a statement itself sounded in 

fact or opinion, but whether it contained a demonstrably false ‘factual 

connotation’” because wholesale an opinion exemption would be unnecessary 

due to the safeguards already incorporated into the New York Times standard.80  

“Therefore, the Court believed that the ‘breathing space’ required by the 

freedom of expression was ‘adequately secured by existing constitutional 

doctrine without the creation of an artificial dichotomy between “opinion” and 

fact.’”81 

As it stands today, the New York Times standard requires that a valid 

defamation statute must:  

1) apply only to statements that may be proven false by reference to 
objective evidence, and which are not obviously intended as 
hyperbole; 2) place the burden of proving both falsity and actual 
malice upon the plaintiff in a civil suit, or upon the state in criminal 
proceeding; 3) establish the evidentiary burden as clear and 
convincing evidence in civil cases, and beyond a reasonable doubt in 
a criminal prosecution; and 4) define “actual malice” as a statement 
made with knowledge of its falsity or with reckless disregard of 
whether or not it is false.82 

In addition, when a court applies and interprets such statutes it must be aware 

that: 

1) the reckless disregard prong of the actual malice test is judged on 
a subjective standard; 2) when ruling on a motion for summary 
judgment or for a directed verdict, the court must take into 
consideration the evidentiary burden that will be required at trial; and 
3) although falsity and actual malice are questions of fact at trial, the 
New York Times standard requires independent appellate review of 
judgments or convictions under such statutes.83  

This underscores how the New York Times standard is “highly protective of 

speech”84 and its approach, particularly the distinction between fact and opinion, 

should be incorporated into any regulation designed to dissuade fake news.  

 

 78. Milkovich v. Lorain Journal Co., 497 U.S. 1, 21 (1990). 

 79. Williams, supra note 60, at 337 (quoting Milkovich, 497 U.S. at 19). 

 80. Id. 

 81. Id. 

 82. Id. at 338. 

 83. Id. 

 84. Id. 
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3. The Fairness Doctrine: FCC Mandate to Cover Issues in a Fair Manner 

In 1949, the Federal Communications Commission (FCC or Commission) 

instituted the Fairness Doctrine, a policy requiring broadcast licensees to cover 

issues of public importance and to do so in a fair manner.85  It consisted of two 

basic requirements:  

(1) that every licensee devote a reasonable portion of broadcast time 
to the discussion and consideration of controversial issues of public 
importance; and  

(2) that in doing so, [the broadcaster must be] fair—that is, [the 
broadcaster] must affirmatively endeavor to make . . . facilities 
available for the expression of contrasting viewpoints held by 
responsible elements with respect to the controversial issues 
presented.86 

Concerning controversial issues of public importance, broadcasters had an 

affirmative duty “to determine what the appropriate opposing viewpoints 

were . . . and who was best suited to present them.  If sponsored programming 

was not an option, the broadcasters had to provide it at their own expense.”87 

The FCC’s statutory power to create the Fairness Doctrine came from the 

Communications Act of 1934, which requires the FCC, “from time to time, as 

public convenience, interest or necessity requires” to promulgate “such rules and 

regulations and prescribe such restrictions and conditions . . . as may be 

necessary to carry out the provisions of” the Communications Act.88  In National 
Broadcasting Co. v. United States, the Supreme Court held that this mandate 

granted the FCC broad powers to ensure that broadcast stations operate in the 

public interest.89  And “[i]n the spirit of this broad mandate,” the FCC issued a 

report that “affirmatively established the duty of broadcast licensees to cover 

controversial issues of public importance in a fair and balanced manner.”90  That 

duty became known as the Fairness Doctrine.91 

“In reviewing particular broadcasts for potential violations of the Fairness 

Doctrine, the FCC looked to whether the licensee had acted ‘reasonably and in 

good faith to present a fair cross-section of opinion on the controversial 

issue.’”92  The FCC took no action against harmless errors and honest mistakes 

and “the merits of the actual competing viewpoints presented were not under 

review by the agency.”93  The consequences for failure to comply with the 

Fairness Doctrine ranged from “a requirement that time be granted to unaired 

 

 85. KATHLEEN ANN RUANE, CONG. RESEARCH SERV., R40009, FAIRNESS DOCTRINE: HISTORY AND 

CONSTITUTIONAL ISSUES, 1, 2 (2011). 

 86. Id. at 2 (citing Applicability of the Fairness Doctrine in the Handling of Controversial Issues of Public 

Importance, 29 FED. REG. 10426 (1964)). 

 87. Id. 

 88. Id. (quoting 47 U.S.C. § 303 (2012)). 

 89. Nat’l Broad. Co. v. United States, 319 U.S. 190, 219 (1943). 

 90. RUANE, supra note 85, at 2 (citing 13 FCC Rep. 1246 (1949)). 

 91. Id. 

 92. Id. at 3 (quoting Applicability of the Fairness Doctrine in the Handling of Controversial Issues of 

Public Importance, 29 FED. REG. 10416 (1964)). 
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viewpoints, to punishment as severe as a loss of license or a substantial demerit 

in a comparative renewal proceeding.”94 

An attempt to reinstate the Fairness Doctrine, even in the context of fake 

news online, would likely be met with a constitutional challenge.95  Those 

opposing the doctrine would argue that it violates the First Amendment.96  The 

Supreme Court case of Red Lion Broadcasting Co., Inc. v. Federal 
Communications Commission, decided in 1969, addressed such an argument.97  

The two questions that the Red Lion Court addressed were “whether the FCC 

had the authority to create and to enforce the Fairness Doctrine” and “whether 

requiring broadcasters to cover issues of public importance and to present 

opposing views on those issues fairly violated the broadcasters’ First 

Amendment rights to free speech.”98 

Concerning the first question, the Court “held that the Fairness Doctrine 

was a legitimate exercise of the FCC’s congressionally delegated authority” 

because “Congress [had] granted the power to choose broadcast licensees to the 

FCC and instructed the agency to consider the public interest when exercising 

that power.”99  Additionally, the Fairness Doctrine did not impinge upon the 

broadcasters’ First Amendment right to freedom of speech because of the 

scarcity of radio frequencies.100  As the Court stated: 

Because of the scarcity of radio frequencies, the Government is 
permitted to put restraints on licensees in favor of others whose views 
should be expressed on this unique medium. But the people as a whole 
retain their interest in free speech by radio and their collective right 
to have the medium function consistently with the ends and purposes 
of the First Amendment. It is the right of the viewers and listeners, 
not the right of the broadcasters, which is paramount.101  

Therefore, the Supreme Court upheld the constitutionality of the Fairness 

Doctrine.102 

In the 1980s, and in light of developments in First Amendment law, the 

FCC began examining its application of the Fairness Doctrine and questioned 

its continued necessity.103  Although the Commission acknowledged the 

Supreme Court’s upholding of the doctrine as constitutional, it nevertheless 

determined that that constitutionality had become suspect.104  Ultimately, after 

studying “the effect of its enforcement of the Fairness Doctrine upon 

 

 94. Id. (citing Inquiry into Section 73.1910 of the Commission’s Rules and Regulations Concerning 
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 95. Id. (citing 13 FCC Rept. 1246 (1949)). 
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 97. Id. at 4 (citing Red Lion Broad. Co., Inc. v. FCC, 395 U.S. 367 (1969)). 

 98. Id. 

 99. Id. at 4–5. 

 100. Id. at 5. 

 101. Red Lion Broad. Co., Inc. v. FCC, 395 U.S. 367, 390 (1969) (citations omitted). 

 102. RUANE, supra note 85, at 5. 

 103. Id. (citing General Fairness Doctrine Obligations of Broadcast Licensees, Report, 50 FED. REG. 

35418 (1985)). 
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broadcasters” the FCC “came to the conclusion that the doctrine chilled speech 

substantially.”105 

This chilling effect arose under the second prong of the Fairness 

Doctrine.106  Specifically, “broadcasters most often were determined to have 

violated the doctrine by failing to provide all valid opposing viewpoints air time 

on a given issue.”107  And because “[b]roadcasters rarely faced enforcement for 

failing to address issues of public importance in the first place . . . [they] could 

avoid the expense of defending enforcement actions by simply refusing to cover 

issues of public importance.”108  With this in mind, any regulation directed at 

fake news online should be crafted so as to avoid any chilling effect on free 

speech.  

B. Modern Efforts in the Fight Against Fake News 

1. The Honest Ads Act: Congress Steps in the Right Direction 

Driven by concerns about potential Russian meddling in the 2016 election, 

Senators Amy Klobuchar, Mark Warner, and John McCain “introduced new 

campaign finance legislation . . . that would force greater disclosure about the 

political advertising that runs online.”109  The Honest Ads Act’s purpose “is to 

enhance the integrity of American democracy and national security by 

improving disclosure requirements for online political advertisements in order 

to uphold the United States Supreme Court’s well-established standard that the 

electorate bears the right to be fully informed.”110  But, it is not without its 

shortcomings.111 

The Act advocates for the same standards as radio and television when it 

comes to political ads.112  However, the tagline most TV viewers and radio 

listeners see and hear “is but one bread crumb in a convoluted money trail.”113  

Plus, “[i]ts twists and turns can require physically inspecting public files at every 

individual television station in the country” and “[i]t can be impossible to sort 

out what or whom many political action committees truly represent.”114  Yet, the 

bill is in fact a step in the right direction as it is necessary in the greater scheme 

of “align[ing] new technologies with current regulations.”115 

 

 105. Id. (citing General Fairness Doctrine Obligations of Broadcast Licensees, Report, 50 FED. 

REG. 35422 (1985)). 
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ST. J. (Oct. 19, 2017, 5:12 PM), https://www.wsj.com/articles/proposed-honest-ads-act-seeks-more-disclosure-

about-online-political-ads-1508440260. 

 110. Honest Ads Act, S. 1989, 115th Cong. (2017). 
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2. The Private Sector Solution to Fake News Stories 

In the private sector, Facebook will soon be flagging “stories of 

questionable legitimacy with an alert that says, ‘Disputed by 3rd party fact-

checkers.’”116  Google is also taking similar precautions saying that websites 

that spread fake news stores would be banned from using its online advertising 

service.117  “Facebook, Google, and other websites facilitated the dissemination 

of news—fake and real alike—to a degree impossible in previous eras.”118  

These decisions are thus clear signals that Internet companies can “no longer 

ignore the growing outcry over their power in distributing information to the 

American electorate.”119 

3. International Responses to the Fake News Epidemic 

The international community has taken a harder stance, especially Italy’s 

antitrust chief Giovanni Pitruzzella who has suggested that “[European Union] 

countries set up a network of independent agencies to tackle the spread of false 

information online.”120  He argues that “tackling fake news should not be left up 

to social media companies, but instead . . . by the state through independent 

authorities with the power to remove fake news and impose fines, coordinated 

by Brussels, similar to the way the EU regulates competition.”121 

On the other hand, European Commission President Jean-Claude Juncker 

has called on social media firms to do more to combat fake news since it is in 

the companies’ interests to do so because “credibility is their most important 

asset.”122  In addition, Germany is planning a law to address fake news and hate 

speech on social media and will impose fines of up to €500,000 for websites that 

violate the law.123  Finally, the Czech Republic has “announced that it would be 

launching a center to monitor fake news in 2017.”124  It remains to be seen which 

approach will be the most effective, but the international community is making 

some degree of progress in fighting fake news.125 

III. ANALYSIS 

Before examining any regulations designed to identify, remove, and deter 

the intentional or knowing propagation of fake news, it is important to assess 

why the FCC is the ideal agency for this undertaking and what authority it has, 
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if any, to do so.  Then it is possible to begin crafting a regulatory framework 

stemming from this authority.  This Section thus addresses the FCC’s 

jurisdiction and proceeds to contemplate a regulatory scheme that would be 

modeled after the notice-and-takedown procedure in the DMCA while 

simultaneously integrating key aspects of the background examples cited above.  

This Section then considers whether the regulations would raise First 

Amendment considerations.  It therefore argues that the intentional or knowing 

proliferation of fake news online could be effectively curbed without violating 

the First Amendment. 

A. The FCC: An Independent Agency with Authority Over Internet Service 
Providers That Could Create Fake News Regulations 

Congress established the Federal Communications Commission as an 

independent agency headed by five commissioners, only three of whom can be 

from the same political party.126  As an independent agency, the FCC arguably 

has greater freedom from presidential control or political influence than 

executive agencies, “including especially the lack of presidential removal power 

with respect to independent agencies,” which could insulate it from certain 

political pressures that are otherwise exerted on executive agencies.127 

Indeed, direct presidential authority over executive agencies is firmly 

established.128  Examples of this include President Obama’s frequent use of 

published presidential directives129 and a President’s direct authority over all 

executive actors.130  In contrast, concerning independent agencies, Presidents 

have taken care to just make “suggestions” to independent agencies, which is 

consistent with what distinguishes executive and independent agencies.131  

However, that does not mean that the agency is immune from presidential 

influence as the FCC eventually took President Obama’s views and suggestions 

on how to best implement net neutrality rules into consideration.132  In fact, the 

battle over net neutrality challenges this presupposition that the FCC would be 

insulated from political influence.133 

Under President Obama, in 2015, the FCC established rules that 

reclassified broadband Internet service providers (ISPs) as common carriers and 
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Fox, 62 ADMIN. L. REV. 433, 436 (2010). 

 128. Kathryn A. Watts, Controlling Presidential Control, 114 MICH. L. REV. 683, 729 (2016). 
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subject to Title II of the Communications Act.134  This gave the FCC the 

authority to regulate broadband ISPs in the same way that they regulate 

telephone utilities.135  The Chair of the FCC at that time, Tom Wheeler, is a 

member of the Democratic Party.136  Under President Trump, in 2018 the FCC 

reversed the 2015 classification of broadband ISPs as common carriers and 

reinstated the information service classification.137  The Chair this time around 

is a Republican, Ajit Pai.138  This switch in leadership shows that although the 

FCC is an independent agency, it is still susceptible to some influence by 

political allegiances.  When it comes to interpreting the provisions of statutes it 

is charged with administering, the FCC is provided Chevron deference by 

courts.139 

Generally, in considering whether an agency correctly interpreted a statute 

that it is tasked with administering, a court conducts its analysis according to the 

Chevron framework.140  At step one, a court examines “whether Congress has 

directly spoken to the precise question at issue.”141  If it did, “that is the end of 

the matter” and the court must enforce the “unambiguously expressed intent of 

Congress.”142  If, however, the statute is silent or ambiguous, the court moves to 

step two, where “the question . . . is whether the agency’s answer is based on a 

permissible construction of the statute.”143  In resolving step two, if Congress 

delegated authority to the agency to fill in gaps in a statute, courts give 

“controlling weight” to reasonable agency interpretations of a statutory 

ambiguity.144  Still, an important threshold question is whether Chevron 

deference applies at all.145  Under Chevron “step zero”, the initial inquiry is 

“whether Congress has delegated authority to the agency to speak with the force 

of law.”146  If Congress has, the Chevron framework of review applies.147  
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Step zero “analysis often turns on the formality of the administrative 

procedures used in rendering a statutory interpretation.”148  With the FCC, it has 

the authority to administer the Communications Act.149  It does so through 

rulemaking and adjudication.150  Therefore, the Chevron framework of review 

applies.151 

The Supreme Court addressed the FCC and the Internet, in National Cable 
& Telecommunications Association v. Brand X Internet Services, stating the 

issue was the FCC’s determination that Internet access services were 

“information services,” rather than “telecommunications services.”152  The 

Supreme Court affirmed this determination, affording the FCC Chevron 

deference.153  The Court reasoned that the Act’s definitions of “information 

services” and “telecommunications services” were ambiguous and held that the 

agency’s interpretation was permissible.154  As a result, when it comes to 

interpreting the provisions in the Communications Act of 1934 and those of 

other Act’s that the FCC is charged with administering, courts should defer to 

FCC interpretations.155  That said, a further consideration is that the FCC is one 

of only a handful of agencies that have authority over some aspect of the 

Internet.156 

Congress describes its national Internet policy as it relates to the FCC in 

section 230(b) of the Telecommunications Act of 1996 (Telecommunications 

Act or Act), specifically stating that it is the policy of the United States “to 

preserve the vibrant and competitive free market that presently exists for the 

Internet”157 and “to promote the continued development of the Internet.”158  

Pursuant to these Congressional directives, the FCC has offered guidance and 

insight into its approach to regulating the Internet and broadband.159 
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In addition, section 706(a) of the Act, charges the FCC with “encourag[ing] 

the deployment on a reasonable and timely basis of advanced 

telecommunications capability”—broadband—”to all Americans.”160  

According to the D.C. Circuit, this section of the Telecommunications Act has 

been reasonably construed by the FCC as a positive grant of authority to regulate 

broadband Internet access service providers.161  It was under this authority, in 

concert with reclassifying broadband ISPs as telecommunications services, that 

the FCC adopted three bright-line rules prohibiting blocking, throttling, and 

paid-prioritization.162 

As the FCC recently returned to classifying broadband ISPs as information 

service providers, it also returned to a transparency rule that the FCC first 

adopted in 2010.163  That transparency rule required fixed and mobile ISPs to 

“publicly disclose accurate information regarding the network management 

practices, performance, and commercial terms of its broadband Internet access 

services sufficient for consumers to make informed choices.”164  When the FCC 

reclassified ISPs under Title II in 2015, it implemented additional reporting 

obligations165 as well as exempted small providers under the Small Provider 

Waiver Order.166  For these the Commission found legal support in section 

706.167  On the other hand, in returning broadband ISPs to their previous 

classification as information service providers, the FCC removed these 

“enhanced” reporting obligations and, just as the FCC had done in 2010, it relied 

on section 257 of the Communications Act as the legal authority.168 

Section 257 directs the FCC to “identify[] and eliminat[e] . . . market entry 

barriers for entrepreneurs and other small businesses in the provision and 

ownership of telecommunications services and information services, or in the 

provision of parts or services to providers of telecommunications services and 

information services.”169  Furthermore, the FCC has specifically interpreted 

section 257(c)170 of the Communications Act as charging the Commission with 

the duty of identifying and eliminating marketplace barriers, which “implicitly 
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empowers the Commission to require disclosures from those third parties who 

possess the information necessary for the Commission and Congress to find and 

remedy market entry barriers.”171  Thus, according to the FCC, the disclosure 

requirements in the transparency rule will help “both identify and address 

potential market entry barriers in the provision and ownership of information 

services and the provision of parts and services to information service 

providers.”172  Such information services include Internet applications and 

services that enable access to email and the ability to establish home pages, email 

and online storage applications, cloud-based storage, and spam protection.173  

In sum, the FCC appears to be the ideal agency when it comes to reducing 

the amount of fake news online.174  It is an independent agency that is 

accountable to Congress rather than the president thereby reducing the 

prevalence of the undeniable political pressures that exist in most executive 

agencies.175  Further, it has authority to regulate broadband ISPs under sections 

706 and 257 of the Communications act regardless of whether broadband ISPs 

are classified as telecommunications carriers under Title II or otherwise as 

information service providers.176  Yet, examining the DMCA and its notice-and-

takedown procedure, it is arguably far better for Congress to pass a 

comprehensive bill that grants the FCC a comparable authorization. 

B. The Proposed Regulatory Scheme Modeled After the DMCA’s  
Notice-and-Takedown Procedure Termed  

Notice-and-Correction-or-Exclusion 

The Digital Millennium Copyright Act implemented two 1996 treaties: The 

World Intellectual Property Organization (WIPO) Copyright Treaty and the 

WIPO Performances and Phonograms Treaty.177  In particular, Title II of the 

DMCA, the Online Copyright Infringement Liability Limitation Act (OCILLA), 

established safe harbor provisions that protect online service providers (OSPs) 

(a group which includes Internet service providers (ISPs)) from monetary 

liability under copyright law.178  This has prompted virtually every Internet 

company in the United States that hosts third-party user content, such as 

Amazon, AOL, CNN, eBay, Facebook, Google, MySpace, YouTube, and 

numerous startups, to “adopt and implement a DMCA policy to fall within the 

safe harbors.”179  Accordingly, this Section explains the most relevant safe 

harbor provision, section 512(c), and suggests analogous rules for the 
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identification, exclusion, and deterrence of fake news online while integrating 

key aspects of the background examples from Part II.180 

1. Section 512(c) of the DMCA Provides the Policy Foundation for the 
Proposed Regulatory Scheme 

Section 512(c) protects OSPs from liability for the “passive storage or 

hosting of material posted by users.”181  The full text of section 512(c) is worth 

providing here for convenience of the reader:  

(c) Information residing on systems or networks at direction of 
users.— 

(1) In general.—A service provider shall not be liable for monetary 
relief, or, except as provided in subsection (j), for injunctive or other 
equitable relief, for infringement of copyright by reason of the storage 
at the direction of a user of material that resides on a system or 
network controlled or operated by or for the service provider, if the 
service provider— 

(A)(i) does not have actual knowledge that the material or an activity 
using the material on the system or network is infringing; 

(ii) in the absence of such actual knowledge, is not aware of facts or 
circumstances from which infringing activity is apparent; or 

(iii) upon obtaining such knowledge or awareness, acts expeditiously 
to remove, or disable access to, the material; 

(B) does not receive a financial benefit directly attributable to the 
infringing activity, in a case in which the service provider has the right 
and ability to control such activity; and 

(C) upon notification of claimed infringement as described in 
paragraph (3), responds expeditiously to remove, or disable access to, 
the material that is claimed to be infringing or to be the subject of 
infringing activity.182 

As relevant to section 512(c), an online service provider is defined as “a provider 

of online services or network access, or the operator of facilities therefor.”183  

This definition is so broad that it is difficult to imagine the existence of an online 

service that would not fall under that definition.184  To qualify for protection 

under section 512(c), service providers must designate an agent to receive 

copyright infringement notices, register that agent through the Copyright 

Office’s online registration system, and make the agent’s contact information 
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available on the Copyright Office’s electronically generated directory.185  Upon 

notification of claimed infringement, a service provider must “respond[] 

expeditiously to remove, or disable access to, the material that is claimed to be 

infringing or to be the subject of infringing activity.”186   

In order to be effective, a takedown notice must be in writing and meet the 

following criteria: (1) contain claimant’s physical or electronic signature; 

(2) identify the allegedly infringed copyrighted work; (3) sufficiently identify 

the allegedly infringing material to permit its removal or limit access; 

(4) provide information sufficient for the service provider to contact the 

complaining party; (5) contain “a statement that the complaining party has a 

good faith belief that use of the material is not authorized . . . ;” and (6) contain 

a statement that the information in the notice “is accurate and, under penalty of 

perjury, that the complaining party is authorized to act on behalf of the owner of 

an exclusive right that is allegedly infringed.”187  For the most part, a notice that 

fails to include all of the relevant material above will be inadmissible.188   

Additionally, section 512(g) creates a “counter-notice” or “put-back” 

procedure.189  In response to infringement notices, a subscriber (the alleged 

infringer) can contest the claimed infringement via a counter-notice.190  The 

counter-notice must contain many of the same elements as the claimant’s notice, 

except it is to contain “a statement under penalty of perjury that the subscriber 

has a good faith belief that the material was removed or disabled as a result of 

mistake or misidentification of the material to be removed or disabled.”191  Upon 

receipt of the counter-notice, the service provider must provide a copy to the 

claimant and inform them “that it will replace the removed material or cease 

disabling access to it in 10 business days.”192  At this point, the service provider 

must replace the removed material or cease disabling access to it “not less than 

10, nor more than 14, business days following receipt of the counter notice” 

unless its designated agent receives notice from the claimant that such person 

has filed an action seeking a court order.193 

The policy behind these safe harbor provisions is to protect service 

providers from claimants and subscribers.194  Moreover, by protecting service 

providers from copyright infringement liability provided that they follow the 

above procedures, OCILLA looks to strike a balance between the competing 

interests of copyright owners and digital users.195  Thus, when it comes to fake 

news, because of the competing interests of Internet companies, journalists, the 
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public, and the First Amendment, it would be better for Congress to pass a 

comprehensive bill with the aim of reducing the intentional or knowing 

proliferation of fake news similar the same way that OCILLA achieved its goal 

of holding copyright infringers accountable while protecting Internet related 

industry groups from liability.  Such a bill could use the notice-and-takedown 

procedure as an archetype. 

2. The Notice-and-Correction-or-Exclusion Procedure 

From the DMCA’s notice-and-takedown procedure, while at the same time 

including key aspects of the background examples in Part II, a procedure meant 

to quickly identify, remove, and deter the proliferation of fake news could be 

created.  In fact, such a procedure, called notice-and-correct, has already been 

suggested.196  But, as an initial matter, the right area of law to incorporate fake 

news must be determined. 

The DMCA expanded copyright law by extending liability to the act of 

making copyrighted works available on the Internet.197  The safe harbor 

provisions were thus meant to “protect qualifying service providers from 

liability for all monetary relief for direct, vicarious and contributory 

infringement.”198  So what crime would fake news fall under?  Looking abroad, 

fake news could be criminalized as has been proposed in the Philippines.199  

Germany has already gone so far as requiring social media companies to delete 

hate speech and misinformation.200  But, a preferable option would be to expand 

American defamation law, specifically libel law, because unlike slander, libel is 

defined as written or otherwise recorded defamatory statements.201  

Interestingly, President Trump appears to support such expansion as he has 

already suggested that libel laws be changed to cover what he perceives as fake 

news.202 

Therefore, with the expansion of libel law a notice-and-correction-or-

exclusion procedure could be created to expedite the identification and removal 
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distribution.”). 
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of fake news online.203  This is particularly important given the speed at which 

fake news stories spread online.204  It could also deter pernicious publishers from 

peddling fake news stories through the threat of defamation lawsuits that they 

are likely to lose.  For example, in September 2016, now-First Lady Melania 

Trump “filed a libel lawsuit in Maryland State court against [a blogger] for 

publishing an online article referring to her as a ‘high-end escort’ (among other 

things).”205  While the blogger originally “denied all wrongdoing and described 

the lawsuit as ‘a direct affront to First Amendment principles and free speech,’” 

he eventually settled the dispute, issued a formal retraction and apology, and 

paid a substantial settlement.206  Therefore, expanding libel law is a viable 

proposition. 

At the same time however, a notice-and-correction-or-exclusion procedure 

must incorporate key lessons from historical and modern instances of the 

regulation of fake news derivatives.  First, the continued use of the New York 
Times standard in defamation suits, particularly its distinction between fact and 

opinion,207 is best because it is “highly protective of speech.”208  Second, any 

law or regulation to be fashioned must take cues from the Fairness Doctrine and 

avoid chilling free speech.209  Third, as the proposed Honest Ads Act points out, 

in order to be effective it is necessary for a notice-and-correction-or-exclusion 

regulation to align new technologies with the regulations.210 

3. Sections 706 and 257 of the Communications Act Authorize the 
Promulgation of the Notice-and-Correction-or-Exclusion Procedure 

Given the complexities of a notice-and-correction-or-exclusion procedure 

and the considerable number of potentially interested parties, it would be ideal 

for Congress to pass a comprehensive bill.  However, it is arguably already 

possible for the FCC to promulgate rules that contain the proposed notice-and-

correction-or-exclusion procedure through rulemaking.211  The power to issue 

rules is derived from the grant of legislative rulemaking authority by Congress 

to the specific agency, which can be a specific grant or a general grant.212  And 

in Verizon v. FCC, the D.C. Circuit determined that the FCC’s authority to adopt 

regulations is based largely on the provisions in Title I of the Communications 

 

 203. See Niklewicz, supra note 196. 
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Act of 1934, which grant the agency general, rather than specific, authority.213  

This general grant of authority is referred to as the FCC’s “ancillary 

jurisdiction.”214  

Three provisions provide the basis for the FCC’s ancillary authority: 

section 2(a) of the Communications Act, which gives the FCC jurisdiction over 

“all interstate and foreign communications by wire or radio;”215 section 1, which 

requires the FCC to endeavor to “make available . . . to all the people of the 

United States . . . a rapid, efficient, Nation-wide, and world-wide wire and radio 

communication service;”216 and section 4(i), which grants the FCC authority to 

“perform any and all acts, make such rules and regulations, and issue such 

orders, not inconsistent with this chapter, as may be necessary in the execution 

of its functions.”217  From these provisions, the Supreme Court conceptualized 

the FCC’s ancillary jurisdiction in United States v. Southwestern Cable Co.218  

There, the Court held that FCC regulations “reasonably ancillary to the effective 

performance of the Commission’s various responsibilities” are appropriate.219 

The Court also emphasized the expansive nature of such regulations.220 

But, ancillary authority does not grant the FCC “unrestrained authority.”221 

The FCC’s ancillary authority is “incidental to, and contingent upon, specifically 

delegated powers under the [Communications] Act.”222  For example, under the 

D.C. Circuit’s test articulated in Verizon, the FCC may regulate “interstate and 

foreign communications by wire or radio” if it can link its exercise of ancillary 

authority to an express delegation of “ancillary jurisdiction,” not just a “policy 

statement[],” and show that the regulation is not inconsistent with some principle 

found to be embodied in the Act.223  The test therefore turns on whether the 

FCC’s rules are “ancillary . . . to the effective performance of its statutorily 

mandated responsibilities.”224  So, with respect to a rule that would establish the 

proposed notice-and-correction-or-exclusion procedure, it would need to be 

ancillary the effective performance of a statutorily mandated responsibility.  One 

possibility is section 706(a) of the Communications Act. 

Section 706(a) of the Communications Act requires the FCC to “encourage 

the deployment on a reasonable and timely basis of advanced 
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telecommunications capability to all Americans . . . .”225  In Verizon, the D.C. 

Circuit Court held that the FCC adequately explained that the 

Telecommunications Act of 1996 vests it with affirmative authority to enact 

measures encouraging the deployment of broadband infrastructure.226  In 

addition, the Court determined that the FCC may regulate “interstate and foreign 

communications by wire or radio.”227  Accordingly, pursuant to that statutorily 

mandated responsibility and as broadband networks are increasingly becoming 

the primary media for all types of information, commerce, and entertainment,228 

facilitating the identification and removal of fake news online and deterring 

publishers from peddling fake news stories through the assistance of initiating 

defamation lawsuits is reasonably ancillary to section 706(a)’s mandate.  

However, in order to use section 706(a) as the express delegation of 

authority, broadband ISPs must be classified as common carriers under Title 

II,229 which they currently are not.230  Instead, they are classified as information 

service providers under Title I.231  Still, it is possible for the FCC to establish 

ancillary jurisdiction over information service providers under 17 U.S.C § 257 

et seq.232  The FCC is drawing on section 257 to impose disclosure requirements 

on broadband ISPs in order to assist potential customers in making purchasing 

decision.233  By the same token, the FCC could use section 257 as justification 

for promulgating rules that implement the notice-and-correction-or-exclusion 

procedure.234 

Section 257(a) instructs the FCC to identify and eliminate “market entry 

barriers for entrepreneurs and other small businesses in the provision and 

ownership of telecommunications services and information services,”235 and 

section 257(c) requires the FCC to submit reports to Congress about such market 

barriers.236  Regarding section 257(c), the FCC has interpreted it 

as contemplating that the Commission will perform an ongoing 
market review to identify any new barriers to entry, and that the 
statutory duty to ‘identify and eliminate’ implicitly empowers the 
Commission to require disclosures from those third parties who 
possess the information necessary for the Commission and Congress 
to find and remedy market entry barriers.237 
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Undoubtedly, fake news is hindering entry into the online journalism 

marketplace238 and “might be undermining the overall value of [the journalism] 

craft.”239 

In addition, fake news has been found to affect more than just 

journalism.240  “Dozens of fake news sites have cropped up on the Internet that 

are creating artificial and unflattering news articles about small businesses.”241  

In one case, an “alleged fake-news site called Channel23News” had “published 

articles falsely claiming that [a] restaurant was selling human meat and [that] its 

owner had been arrested.”242 

As a result of that story, the restaurant “was forced to cut staff hours to save 

costs as patronage declined.”243  These instances make it clear that fake news is 

becoming a market entry barrier for journalism entrepreneurs and other small 

businesses in the provision of information services provided by broadband 

ISPs.244  As such, the promulgation of rules by the FCC that implement the 

notice-and-correction-or-exclusion procedure can be said to be reasonably 

ancillary to section 257’s mandate that the FCC identify and eliminate “market 

entry barriers for entrepreneurs and other small businesses in the provision . . . 

of . . . information services.”245  In the end, should a court agree that the FCC 

has the authority to regulate the proliferation of fake news online in the proposed 

manner, a major hurdle would have been cleared.  Still, the most difficult one to 

overcome would be the First Amendment. 

C. First Amendment Considerations 

On the back end of the notice-and-correction-or-exclusion procedure, the 

main First Amendment implication is its effect on free speech.  When it comes 

to government regulation of speech, “the most important factor is the 

government’s reason for regulating.”246  If the government is regulating speech 
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in a content-neutral restriction unrelated to the message, it will likely pass First 

Amendment muster.247  For example, “a law regulating parades out of concerns 

about noise and traffic would likely be upheld.”248 

If, however, the government is regulating because of the content, First 

Amendment issues arise.249  Based on the previous example, a regulation “to 

prohibit a parade because of its controversial message would be deeply 

suspect.”250  That regulation “must either survive strict scrutiny or it must be 

found to regulate one of a set of categories of unprotected expression.”251  One 

such unprotected category is defamation.252  Consequently, because the notice-

and-correction-or-exclusion procedure ought to be seen as an expansion of 

defamation (libel) law, First Amendment issues should not arise.  Nevertheless, 

the chilling effect of defamation law in the United States is a matter of contention 

and is thus beyond the scope of this Note. 

IV. RECOMMENDATION:  

NOTICE-AND-CORRECTION-OR-EXCLUSION IN ACTION 

Following the 2016 election, where fake news spread quickly,253 was 

expedited by the Internet,254 and can reach millions of Internet users in that short 

span of time,255 it is clear something needs to be done.  The best course of action 

would be expanding libel law since libel actions are already the most invoked 

causes of action against fake news publishers.256  Further, United States libel law 

already has many advantages, chief being the truth is an absolute defense.257  

And with respect to the First Amendment’s free speech protections, the plaintiff 

must prove that the libelous statements were published with varying degrees of 

intent.258  Actual malice259 is required for false and defamatory statements about 

a public official or figure regarding a matter of public concern.260  “False and 

defamatory statements about private figures on matters of public concern require 

negligence for compensatory damages and actual malice” for punitive 
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damages.261  And “[f]alse and defamatory statements about anyone regarding a 

matter of private concern may be governed by more permissive common law 

standards.”262 

Consequently, in expanding libel law to extend liability to the intentional 

or knowing proliferation of fake news online, similar to the DMCA’s extension 

of copyright law,263 safe harbor provisions similar to OCILLA must exist to 

protect qualifying OSPs from liability for all monetary relief for direct, 

vicarious, and contributory defamation.  This would be crafted in the vein of 

section 512(c) and it would protect OSPs from liability for the passive storage 

or hosting of material posted by users who intentionally or knowingly proliferate 

fake news provided the OSP qualifies.264 

To qualify for protection under a defamation protection provision, an OSP 

must designate an agent to receive falsehood or defamation notices, register that 

agent through an FCC online registration system, and make the agent’s contact 

information available on an electronically generated FCC directory.  Upon 

notification of a claimed falsehood or defamation, the OSP must respond 

expeditiously to remove, or disable access to, the material that is claimed to 

contain the falsity. 

In order to be effective, a falsehood or defamation notice must be in writing 

and meet the following criteria: (1) contain claimant’s physical or electronic 

signature; (2) identify the allegedly false or defamatory work; (3) sufficiently 

identify the allegedly false or defamatory work to permit its removal or limit 

access; (4) provide information sufficient for the OSP to contact the complaining 

party; (5) provide clear and convincing evidence, or contain a statement that the 

claimant has clear and convincing evidence, that a material fact in the work is 

factually untrue or defamatory; and (6) contain a statement that the information 

in the notice “is accurate and, under penalty of perjury, that the complaining 

party is authorized to act on behalf of the claimant.”265  At this point, the OSP 

should review the notice and those notices that fail to include all of the relevant 

material above should be inadmissible.266 

Next, the OSP should be required to send a copy of the notice to the 

publisher of the false or defamatory work along with any provided evidence.  

Once notified, the publisher may choose to do nothing and face the possibility 

of being fined or banned by the OSP or correct the cited allegedly false or 

defamatory statement.  Moreover, there should be a provision, akin to 

OCILLA’s section 512(g) counter-notice or put-back procedure, that allows the 
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publisher to contest the alleged falsehood or defamatory statement via a counter-

notice. 

The counter-notice must contain many of the same elements as the 

claimant’s notice, except it should instead contain either clear and convincing 

evidence that the cited work or assertion is in fact true, or provide a statement, 

under penalty of perjury, assenting to the possession of such evidence.  Upon 

receiving the counter-notice, the OSP must provide a copy to the claimant and 

inform them that it will replace the removed material or cease disabling access 

to it in 10 business days.  At this point, the service provider must replace the 

removed material or cease disabling access to it not less than 10, nor more than 

14, business days following receipt of the counter notice unless its designated 

agent receives notice from the claimant that they have filed a defamation lawsuit.  

And with respect to libel lawsuits under a proposed expansion of libel law, the 

notice provided to the publisher should fulfill the actual malice and knowledge 

requirements of a libel lawsuit.267 

Lastly, two important exemptions must exist concerning the scope of the 

fake news definition.  First, “editorial” (opinion based) publications and 

verifiably satirical publications should not be included in the definition of fake 

news.  This recommended regulatory scheme is meant to hold liable only those 

publications that make certifiably false assertions under the guise of factual news 

reporting.  And in an era where most viewers cannot tell the difference between 

editorial programming and the actual “news,”268 this distinction may help 

audiences differentiate between the two.  Second, profiles, comments, and forum 

posts should not be included in the definition of fake news.  Section 230 of the 

Communications Decency Act of 1996 (CDA) is applicable here as it already 

“protects online publishers from defamation claims . . . where the subject 

information was ‘provided by’ another Internet user.”269  These exemptions must 

exist to balance the interest of fair public commentators in journalism and the 

public. 

Putting it all together, this is how the notice-and-correction-or-exclusion 

procedure would work in practice based off of the DMCA notice-and-correction 

procedure in section 257(c):270  

1. Acme News, for all intents and purposes, is not a legitimate news 

organization nor is in the business of satire or parody.  Acme publishes 

a story on their website about Bob claiming that he was born in Florida.  

The story is shared on multiple online websites including Facebook. 

2. Bob, having been born in Missouri, finds Acme’s story while browsing 

Facebook. 
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 268. Paul Farhi, Sean Hannity Thinks Viewers Can Tell The Difference Between News and Opinion. Hold 

on a Moment., WASH. POST (Mar. 28, 2017), https://www.washingtonpost.com/lifestyle/style/sean-hannity-

thinks-viewers-can-tell-the-difference-between-news-and-opinion-hold-on-a-moment/2017/03/27/eb0c5870-

1307-11e7-9e4f-09aa75d3ec57_story.html. 

 269. Klein & Wueller, supra note 205. 

 270. See 17 U.S.C. § 257(c) (2012) (detailing the notice-and-takedown procedure of the DMCA). 
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3. Carla, Bob’s lawyer, sends a letter to Facebook’s designated agent 
(registered with the FCC)271 including: 

a. contact information; 

b. the title of the story; 

c. the address of the story; 

d. a statement that he has clear and convincing evidence that a 

material fact in Acme’s story (his place of birth) is factually untrue 

and provides the true account; 

e. a statement that the information in the notification is accurate; 

f. a statement that, under penalty of perjury, Carla is authorized to 

act for the claimant; 

g. her signature. 

4. Facebook disables access to Acme’s story, excluding it from appearing 

on its platform. 

5. Facebook sends Acme a copy of Bob’s complaint along with his 

statement or evidence and tells Acme that Facebook users will be 

unable to access the story.  At this point, Acme may choose one of the 

following courses of action: 

a. Do nothing and face the possible eventuality of being fined or 

banned from having its website accessed through Facebook (or 

other OSP) if it is found to be a repeat infringer. 

b. Correct the information to the satisfaction of Bob’s notice. 

6. Acme also has the option of sending a counter-notice to Facebook, if 

it feels the story was taken down unfairly. The notice must include: 

a. contact information; 

b. identification of the removed story; 

c. (1) clear and convincing evidence that the material fact in question 

is true, (2) a statement, under penalty of perjury, that Acme has 

such clear and convincing evidence, or (3) a statement, under 

penalty of perjury, that the work is merely editorial or Acme is a 

satirical publisher and thus the work itself is satire; 

d. a statement consenting to the jurisdiction of Acme’s local United 

States Federal District Court, or, if outside the United States, to a 

United States Federal District Court in any jurisdiction in which 

Facebook is found; 

e. Acme’s signature. 

7. If Acme does file a valid counter-notice, Facebook notifies Bob, then 

waits 10–14 business days for a lawsuit to be filed by Bob. 

8. If Bob does not file a lawsuit, then Facebook may re-enable Facebook 

users’ access to Acme’s story. 

Congress and the FCC need to develop regulations to identify, remove, and 

deter the intentional or knowing proliferation of fake news.  The above 

 

 271. See, e.g., DMCA Designated Agent Directory, U.S. COPYRIGHT OFF., http://www.copyright.gov/ 

onlinesp (last visited Mar. 26, 2019) (providing access to the designated agent directory). 
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recommended notice-and-correction-or-exclusion procedure provides a method 

for the FCC to facilitate those goals and ensure the public is well informed, that 

broadband infrastructure is developed, and entry into the Internet marketplace is 

not hindered by fake news. 

V. CONCLUSION 

Sooner or later the United States will have to confront the rise of fake news, 

preferably while it is still in its infancy.  The speed and breadth with which fake 

news spreads is alarming and should concern everyone, especially Congress.  

Ensuring an informed electorate is a paramount concern and safeguards must be 

placed through federal law or regulation.  These need to materialize soon 

because there is currently nothing protecting the electorate from the intentional 

and knowing proliferation of fake news online.  The notice-and-correction-or-

exclusion procedure is a quick means of identifying and removing fake news 

online and would act as an effective deterrent for the intentional or knowing 

proliferation of fake news stories by fake news publishers. 

Ideally, the procedure would be implemented through an Act of Congress 

in order to legitimately craft legislation that strikes a balance between the 

interests of online service providers, online users, and the First Amendment.  

Further, in order to expand defamation law in the proposed manner, an Act of 

Congress is required.  In the alternative, the procedure could be realized through 

informal rulemaking by the FCC.  The authority for this can be drawn from 

either section 706 or section 257 as reasonably ancillary to each’s respective 

mandate.  

What is more, the term fake news should refer only to deliberately false 

claims republished in the guise of a genuine news story.  Publications that are 

verified as editorial or satirical would not fall under the definition in order to 

protect fair comments.  And while the consequences of fake news have been 

made clear following the 2016 election, the federal government must act 

carefully to strike a balance between protecting freedom of speech and 

protecting the electorate against the threats of fake news. 


